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Invariance in Automatic Influences of Memory: Toward a User’s Guide
for the Process-Dissociation Procedure

Larry L. Jacoby
McMaster University

Three experiments investigated assumptions of the process-dissociation procedure for
separating consciously controlled and automatic influences of memory. Conditions that
encouraged direct retrieval revealed process dissociations. Manipulating attention during
study or manipulating study time affected recollection but left automatic influences of memory
relatively invariant. However, paradoxical dissociations were found when conditions encour-
aged use of a generate—recognize strategy, violating assumptions underlying the estimation
procedure. Use of subjective reports to gain estimates produced parallel results. Easily
observed correlations are shown to be not useful for testing assumptions underlying the
process-dissocation procedure. A multinomial model produced results that agree with those

from the process-dissociation approach.

The process-dissociation procedure (Jacoby, 1991; Ja-
coby, Toth, & Yonelinas, 1993) was introduced as a general
method for separating the contributions of consciously
controlled processes, such as recollection, from those of
unconscious or automatic uses of memory. The procedure
builds on findings of dissociations between performance on
direct and indirect tests of memory (for a review, see
Roediger & McDermott, 1993). However, rather than identi-
fying recollection and automatic influences of memory with
performance on direct and indirect tests, respectively, the
procedure is designed to separate the within-task contribu-
tions of the two bases for responding. For example, Jacoby
et al. (1993) used the process-dissociation procedure to
show that recall cued with word stems, a direct test of
memory, involves not only recollection but also reflects
automatic influences of memory or implicit memory of the
sort measured by using stem-completion performance as an
indirect test of memory.

There has been a great deal of controversy surrounding
the assumptions underlying the process-dissociation proce-
dure (e.g., Curran & Hintzman, 1995; Graf & Komatsu,
1994; Joordens & Merikle, 1993). The evolution of a theory
or methodology is to unveil its assumptions and to come up
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with ways to test them directly. In the absence of direct tests,
evaluation of the new approach must lie in its success in
leading to experiments that uncover new empirical facts
along with replicable empirical relations. An equally impor-
tant component in the evolution of a theory or methodology
is the discovery of boundary conditions for its applicability.
The existence of boundary conditions does not mean that the
approach should be discarded entirely. That is, one should
not advocate abandoning analysis of variance (ANOVA) just
because the variances across conditions are sometimes not
homogeneous or the scores are sometimes not normally
distributed. Indeed, advances occur when such boundary
conditions are discovered. Establishment of boundary condi-
tions allows one to avoid inappropriate application of the
procedure.

Of course, as a new approach receives extensive criticism,
there is a tendency to simply abandon the approach,
although that is not what critics of the approach intended.
Against abandoning the process-dissociation approach, the
experiments reported here replicated findings offered as
support for the approach and identified boundary conditions
for those findings. Yet, problems for the process-dissociation
approach remain. Those remaining problems are discussed
in the broader context of other approaches that share the goal
of separating the contributions of different forms or uses of
memory to performance of a task.

The Process-Dissociation Procedure:
Underlying Assumptions

An experiment done by Jacoby et al. (1993, Experiment
Ib) illustrated the process-dissociation procedure. They
examined effects of full versus divided attention during
study on recall cued with word stems (e.g., mot___ for motel).
For an inclusion test, participants were instructed to use the
stem as a cue to recall an old word or, if they could not do so,
to complete the stem with the first word that came to mind.
For an exclusion test, participants were instructed to use the
stem as a cue to recall an old word but not to use recalled
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words to complete the stems. That is, participants were
instructed to exclude old words and to complete stems only
with unrecalled words. For both inclusion and exclusion
tests, participants were correctly informed that many of the
stems could be completed only with new words and, so,
should be completed with the first word that came to mind.
Completion rates for stems corresponding to new words
served as an index of base rate against which automatic
influences of memory resulting from study were measured.

An inclusion test is like a standard test of cued recall with
instructions to guess when unable to recollect. People could
complete a stem with an old word either because they
recollected the studied word, with a probability of R, or
because the old word came automatically to mind, with a
probability of A. If these two bases of responding are
independent, then inclusion performance equals R + A —
RA. For the exclusion test, in contrast, participants would
complete a stem with an old word only if the word came
automatically to mind without recollection of its prior
presentation: A(1 — R) = A — RA. The difference between
the inclusion and exclusion tests provides an estimate of the
probability of recollection: R = Inclusion — Exclusion.
Given that estimate, one can compute the probability of an
old word automatically coming to mind: A = Exclusion/
(1-—R).

Using these equations, Jacoby et al. (1993) showed that
dividing attention during study reduced R (.25 vs. .00) but
left A almost invariant (47 vs. .46). That is, the estimates
showed a process dissociation similar to the task dissocia-
tions found between direct and indirect memory tests (Koriat
& Feuerstein, 1976; Parkin, Reid, & Russo, 1990). That
dissociation provides support for the independence assump-
tion underlying the process-dissociation procedure by show-
ing that a manipulation traditionally identified with cogni-
tive control selectively affects the estimate of consciously
controlled processes. Similar process dissociations have
been found in several other experiments (for a review, see
Jacoby, Yonelinas, & Jennings, 1997).

In addition to the independence assumption, the estima-
tion procedure rests on the assumption that R is equal for the
inclusion and exclusion tests. It is also assumed that A is
equal for the two types of test. To assess automatic
influences of memory, Jacoby et al. (1993) compared A with
the base rate of completing stems corresponding to new
words (.46 vs. .35) and found a significant difference. It was
important that base rates did not differ significantly across
the inclusion and exclusion tests or across the manipulation
of full versus divided attention. As described later, differ-
ences in base rates can reflect the violation of assumptions
underlying the process-dissociation procedure.

Generate-Recognize Versus Direct Retrieval:
Boundary Conditions for Independence

Details of test instructions potentially serve as an impor-
tant boundary condition for finding process dissociations.
The instructions used by Jacoby et al. (1993) were meant to
encourage participants to retrieve directly earlier-studied
words, using word stems as cues. To satisfy assumptions

underlying the process-dissociation procedure, they required
participants to exclude old words only on the basis of
recollection. Jacoby et al. noted that use of a generate—
recognize strategy serves as an alternative means of exclud-
ing old words and that participants’ reliance on such a
strategy would violate assumptions underlying the equations
used in their estimation procedure. Exclusion on the basis of
a generate—recognize strategy refers to cases in which an old
word automatically comes to mind as a completion for a
stem, without being recollected, but is then subjected to a
voluntary, recognition-memory check and withheld because
it is recognized as old (cf. Jacoby & Hollingshead, 1990).

Suppose instructions for the inclusion test were changed
such that participants were asked to complete stems with the
first word that came to mind. This change would make the
inclusion test equivalent to an indirect test of memory and,
potentially, eliminate intentional use of memory—recollec-
tion. If performance on the inclusion test with changed
instructions (indirect test) reflected only automatic influ-
ences of memory, the change would eliminate the effect of
manipulations, such as full versus divided attention, that
selectively influence recollection. Further, suppose that
exclusion test instructions were changed by telling partici-
pants to use recognition memory to avoid completing stems
with old words. This change in exclusion instructions would
increase the likelihood of participants successfully exclud-
ing old words because recognition of a word as old is
generally easier than is recalling the word. The change in
instructions would also influence base-rate performance.
Because of false recognition, words that were not earlier
studied would sometimes be mistakenly excluded and, so,
base rate for the exclusion test would be lower than for the
inclusion test.

The changes in inclusion and exclusion instructions are
such that the inclusion test would now measure the probabil-
ity of a study word being generated as a completion, whereas
the exclusion test would measure the success of a generate—
recognize strategy as a means of excluding old words.
Participants’ reliance on a generate-recognize strategy would
violate the assumptions underlying the equations used by
Jacoby et al. (1993) to estimate R and A. Rather than R being
equivalent for the inclusion and exclusion tests, recollection
would not be used for either of the types of test and
recognition would be important only for the exclusion test.
The independence assumption would also be violated. A
word must be generated before it can be recognized, and so
conscious memory would not be independent of automatic
influences of memory involved in generating a completion.

Paradoxical Dissociations and Correlations
as Tests of Independence

Curran and Hintzman (1995) examined recall perfor-
mance cued with word stems and obtained results that they
interpreted as showing that participants’ reliance on a
generate—recognize strategy, along with correlation between
processes at the level of items, invalidated the independence
assumption underlying the process-dissociation procedure.
They manipulated study duration and found what they
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termed a paradoxical dissociation between R and A. Increas-
_ ing study time produced an increase in R but a decrease in A.
Curran and Hintzman argued that this was because violation
of the independence assumption resulted in A being underes-
timated by an amount that increased with the magnitude of
R. The dissociation is paradoxical because experiments with
indirect tests of memory have shown that manipulating
study time leaves performance unchanged (Greene, 1986,
Jacoby & Dallas, 1981). Consequently, increasing study
time would be expected to increase R and leave A relatively
invariant—the same form of process dissociation produced
by manipulating full versus divided attention during study.

Significant correlations between R and A were found by
Curran and Hintzman (1995) and treated as “direct evi-
dence” of violation of the independence assumption underly-
ing the process-dissociation procedure. They questioned
whether assumptions were satisfied in earlier experiments
with the process-dissociation procedure and advocated the
use of correlations to directly test the independence assump-
tion in future experiments. The Curran and Hintzman (1995)
article was followed by debate about factors responsible for
the paradoxical dissociation that they observed and their use
of correlation to diagnose violation of the independence
assumption (Curran & Hintzman, 1997; Hintzman & Cur-
ran, 1997; Jacoby, Begg, & Toth, 1997, Jacoby & Shrout,
1997). Jacoby and Shrout (1997) provided a psychometric
analysis of effects of violations of independence on correla-
tions between R and A and argued that the correlations
reported by Curran and Hintzman did not speak to the
independence assumption underlying the process-dissocia-
tion procedure. More is said about this when the results of
Experiment 1 are reported.

Experiment 1

In Experiment 1, we manipulated instructions and exam-
ined the effects of full versus divided attention during study
on stem-cued recall. Direct-retrieval instructions, similar to
instructions used by Jacoby et al. (1993), were expected to
produce results showing that dividing attention reduced R
but left A relatively invariant, replicating results reported by
Jacoby et al. Generate-tecognize instructions, used in a
second condition, were expected to produce a very different
pattern of results. As compared with direct-retrieval instruc-
tions, generate-recognize instructions were expected to
produce poorer performance on the inclusion test but to
increase the accuracy of exclusion performance. Reliance on
a generate-recognize strategy makes recollection irrelevant
for the inclusion test but makes recognition-memory perfor-
mance important for exclusion performance.

Base rates were set to be sufficiently high to avoid zero
scores on the exclusion test in the direct-retrieval condition
and were not expected to differ across inclusion—exclusion
tests in that condition. (For a discussion of the importance of
avoiding zero scores for the exclusion test, see Jacoby, Begg,
& Toth, 1997, along with the response by Curran &
Hintzman, 1997). However, for the generate-recognize
condition, base rate was expected to be lower for the
exclusion than for the inclusion test. Further, a paradoxical

dissociation was expected in the generate-recognize condi-
tion—dividing attention was expected to decrease R but to
increase A. Higher recognition-memory performance after
full attention, as compared with divided attention, would
produce a larger increase in accuracy in exclusion perfor-
mance and, thereby, produce a larger artifactual decrease
in A.

Correlations between R and A were computed to examine
empirically Curran and Hintzman’s (1995) claims about the
utility of correlations for detecting violations of the indepen-
dence assumption underlying the process-dissociation proce-
dure. Jacoby and Shrout’s (1997) psychometric analysis led
us to expect significant correlations between R and A even in
the direct-retrieval condition. It is not truly legitimate to
examine correlations between R and A in the generate—
recognize condition. If estimates are invalid because of
violations of assumptions underlying the estimation proce-
dure, correlations between the estimates are not meaningful.
However, such correlations were computed for purposes of
comparisons with those from Curran and Hintzman’s Experi-
ment 5, their only experiment using an inclusion—exclusion
procedure that showed a paradoxical dissociation when zero
scores for the exclusion test were removed. As is shown
later, results from that experiment are similar to those from
the generate—recognize condition.

Method

Participants. Ninety-six participants, 60 from the University
of Texas at Austin and 36 from McMaster University, participated
in the experiment in return for credit in an introductory psychology
course. Half of the participants were randomly assigned to the
direct-retrieval test condition, and the other half were assigned to
the generate—recognize test condition. An additional 8 participants
were tested, but their results were not used for purposes of
analyses. Two of those participants were unable to do the divided-
attention task, and the remaining 6 participants had zero scores in
the exclusion task. Those having zero scores were all from the
gencrate—recognize condition, and 5 of the 6 zero scores were for
words studied under conditions of full attention. Participants were
tested individually.

Materials and design. Words used in the experiment com-
prised a pool of 141 five-letter nouns of low, medium, and high
frequency as indexed by Thorndike and Lorge (1944). Materials
used in this experiment, along with those used in Experiments 2
and 3, appear in Appendix A. One hundred and twenty of these
words were divided into three sets of 40 words each. Across
formats, sets of words were rotated through the three study-
presentation conditions: full attention, divided attention, and new
(not studied). Each of the sets was divided further into two sets of
20 words each, which were rotated through the two test conditions:
inclusion and exclusion. This arrangement resulted in 6 formats 3
presentation conditions X 2 test conditions). Subsets of words had
an equal distribution of word frequency (M = 34.7, range = 33.6
to 36.2), set size (the number of five-letter word completions for the
stem; M = 3.8, range = 3.7 to 3.9), and base rate. (On the basis of
previous studies using the same materials, the probability of
completing stems in each subset with the target solution when new
had a mean of .44 and ranged from .437 to .448.)

To avoid primacy and recency effects, we presented 5 items at
the beginning and another 5 items at the end of both the
full-attention and divided-attention study lists. These buffer items
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stayed constant across all formats. This resulted in two study lists
of 50 words each (40 critical and 10 buffer items). The divided-
attention study list was always presented prior to the full-attention
study list.

The test list consisted of 120 three-letter word stems correspond-
ing to the 40 full-attention study words, 40 divided-attention study
words, and 40 new words. Each of the 3-letter word stems was
unique within the experiment but not within the language. That is,
each stem could be completed with more than one S-letter word but
only one of the completions appeared within the experiment (e.g.,
mer—; mercy, merge, merit, and merry). For each word type (i.c.,
full attention, divided attention, and new), half of the word stems
were presented in the inclusion-test condition, and half were
presented in the exclusion-test condition. For the direct-retrieval
test condition, the inclusion- and exclusion-test trials were inter-
mixed to produce one test list of 120 items. For the generate—
recognize test condition, the inclusion- and exclusion-test trials
were blocked so that there were two 60-item test lists.! The
exclusion test was always presented first. A short practice list of §
items was presented prior to the beginning of each test list. For the
direct-retrieval condition, the practice consisted of 3 inclusion-test
items with 1 full-attention, 1 divided-attention, and 1 new test item;
and 2 exclusion-test items with 1 full-attention and 1 divided-
attention item. For the generate—recognize condition, there was a
practice before each test block and these practice lists consisted of
1 full-attention item, 1 divided-attention item, and 3 new items. In
all phases of the experiment, order of presentation was random
with the restriction that not more than 3 items representing the
same combination of conditions could be presented in a row.

The listening task used in the divided-attention condition was
one previously used by Craik (1982). In this task, participants
monitored a tape-recorded list of digits to detect target sequences of
three odd (as opposed to even) numbers in a row (¢.g., 9, 3, 7). The
digits were random, with the exception that a minimum of one
number and a maximum of five numbers occurred between the end
of one target sequence and the beginning of the next target
sequence. Digits were recorded at a 1.5-s rate.

Procedure. Words were presented and responses were col-
lected on a PC-compatible computer interfaced with a VGA-color
monitor by using Schneider’s (1990) Micro-Experimental Labora-
tory (MEL; Version 1.0) software system. The character size of the
stimuli was approximately 3 X 5 mm. Words were presented in
white letters on a black background in lowercase letters in the
center of the screen.

For both study lists, words were presented on the computer
screen, one word at a time. The words appeared for 1.5 s followed
by 0.5 s of blank screen. For the full-attention list, participants were
instructed to read the words aloud and to remember them for a later
memory test. For the divided-attention list (presented first), partici-
pants were told that they were to do two tasks at the same time: a
listening task and a reading task. They were informed that it was
very important not to miss a target sequence in the listening task.
Participants responded in the listening task by pressing a key
whenever they detected a target sequence. They were informed that
while doing the listening task, they would be presented with a list
of words that they were to read aloud. However, they were
cautioned not to allow the reading of .the words to disrupt their
performance on the listening task.

In the final phase of the experiment, word stems consisting of the
initial three letters of a word followed by two dashes were
presented one stem at a time on the computer screen. Direct-
retrieval and generate—recognize instructions are presented in
Appendix B. In the direct-retrieval test condition, each word stem
was preceded by the presentation of either the prompt old or the
prompt new centered two lines above the word stem in capital

letters. The prompt was presented 500 ms prior to the presentation
of the word stem and remained on the screen with the word stem
until the participant responded or until the deadline of 15 s elapsed.
Participants were told to use the word stems as cues for recall of
words that had been presented in either of the study lists they had
read. However, they were informed that recall of a previously
presented word would not always be possible because some of the
word stems could only be completed with words that had not been
presented in the study lists. For a word stem presented with the
prompt old, participants were told to use a recalled word as a
completion. However, for a word stem presented with the prompt
new, they were told not to use a recalled word as a completion.
Rather, they were to complete the word stem with a word different
from the recalled word. When unable to recall a studied word, they
were told that they should complete the stem with the first S-letter
word that came to mind, regardless of.whether the stem was
accompanied by the prompt old or the prompt new. Although
participants were told to complete as many word stems as possible,
they were reminded that it was important to use recalled words to
complete word stems accompanied by the prompt old and not to
use recalled words to complete word stems accompanied by the
prompt new. If they could not think of an alternative to a recalled
word to complete a stem for an exclusion test, participants were
told that they should leave the word stem incomplete.

For the generate-recognize test condition, word stems were
presented without prompts, and the inclusion and exclusion test
items were blocked to create separate test lists. Participants were
informed that their task was to complete word stems and that some
of the stems could only be completed by new words. In the
exclusion test condition, the participants were informed that we
were interested in seeing whether people could avoid using the
carlier-presented study words as completion words. Therefore, they
were to check each completion word that came to mind, before
giving it as a response, to be certain that it was not an earlier-
presented word. If the word seemed at all familiar, they were not to
give it as a response but, rather, were to think of an alternative
completion. If they could not think of an alternative completion,
they were told to leave the stem incomplete and wait for the 15-s
deadline to elapse. In the inclusion condition, the participants were
informed that for this test, we were interested in seeing how quickly
they could complete the stem without worrying about whether their
completion words were presented earlier. They were told not to try
to use memory because it would slow them down but to simply give
the first 5-letter completion word that came to mind that fit the stem
and to do so as rapidly as possible.

For all tests, participants were told that completion words were
to be five letters long and that no plurals or proper names were

!Experiment 1 confounded the manipulation of instructions with
a difference in test order. For the direct-retrieval condition,
inclusion and exclusion tests were intermixed in the same way as
done by Jacoby et al. (1993). For the generate-recognize condition,
in contrast, the exclusion test preceded the inclusion test. A
preliminary experiment combined generate—recognize instructions
with intermixed tests. Results from the few participants tested in
that experiment suggested that participants were hesitant to adopt a
generate—recognize strategy. Large differences in base rate were
not present, and A was relatively invariant across the manipulation
of attention. Separating inclusion and exclusion tests was done to
produce a more dramatic difference between the direct-retrieval
and generate-recognize conditions. Experiment 3 intermixed inclu-
sion and exclusion tests for both conditions so that the only
difference between conditions was created by manipulating instruc-
tions.
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allowed. If the participant’s response met these criteria, we pressed
a key to remove the word stem from the screen and then pressed
another key to present the next trial. Otherwise, participants were
informed of their error and were told to attempt to give a
satisfactory completion for the word stem. If the word stem had not
been completed after the allotted time, a beep sounded, the screen
cleared, and we initiated the next trial.

Statistical analyses. There were two main sets of analyses
carried out on the data for this experiment. For each participant, we
calculated the proportion of stems completed with the target
solution in each Imstruction X Test X Study Condition. We
performed ANOVAs on these data as well as on estimates of R and
A derived from these data. To compute correlations, we calculated
estimates of A for new words in the same way as done by Curran
and Hintzman (1995). Base rate for the exclusion test was
subtracted from base rate for the inclusion test to estimate the
probability of false recollection (FR). The base rate for the
exclusion test was then divided by 1 — FR to estimate A for new
items. For all ANOVAs and power analyses, alpha was set to .05
unless otherwise noted.

Results and Discussion

In the divided-attention condition, the probability of
failing to detect a target sequence for the listening task was
.12 for the direct-retrieval condition and .13 for the generate—
recognize condition.

Proportion of stems completed with old words. Perfor-
mance on the inclusion test (Table 1) was higher in the
direct-retrieval test condition than in the generate-recognize
test condition, F(1,94) = 5.58, MSE = 0.019, and was
higher after full attention than after divided attention to
study, F(1,94) = 1641, MSE = 0.009. Although the
interaction of instruction and attention was not significant,
the advantage produced by full attention during study was
numerically larger in the direct-retrieval condition than in
the generate-recognize condition. For the exclusion test,

participants were less likely to mistakenly use an old word as
a completion in the generate-recognize test condition, as
compared with direct retrieval, F(1, 94) = 64.83, MSE =
10.033. Exclusion performance was also more accurate after
full attention to study, as compared with divided attention,
F(1,94) = 3579, MSE = 0.013. In the direct-retrieval
condition, the difference in baseline completion rates for the
inclusion and exclusion tests did not approach significance,
F < 1. However, in the generate-recognize condition, base
rate was much lower for the exclusion test than for the
inclusion test, F(1, 47) = 43.43, MSE = 0.013. The overall
pattern of results shows the expected differences between
direct-retrieval and generate—recognize strategies.
Estimates of R and A. The probability of recollection
(Table 2) was higher in the generate—recognize test condi-
tion than in the direct-retrieval test condition, F(1, 94) =
26.05, MSE = 0.049. This result was expected because for
the generate-recognize condition, R does not truly measure
recollection but, rather, measures recognition memory of
words that were generated as a completion. For both test
conditions, R was higher after full attention than after
divided attention to study, F(1, 94) = 44.85, MSE = 0.025.
The analysis of A revealed a significant interaction
between study and test conditions, F(1, 94) = 7.87, MSE =
0.012. Results from the direct-retrieval condition showed a
process dissociation that replicated results reported by
Jacoby et al. (1993, Experiment 1b). Dividing attention
during study produced a decrease in R, F(1,47) = 19.57,
MSE = 0.029, but left A almost perfectly invariant, F < 1.
This result did not reflect insensitivity of our measure
because the power to detect an effect on A as large as that
observed in the generate-recognize condition was .99 (Co-
hen’s d = 0.83). Estimates of A for old items were signifi-
cantly above base rate, F(1, 47) = 32.24, MSE = 0.008,

Table 1
Proportion of Stems Completed With a Target Word (From Participant Means)
Test condition Inclusion Exclusion
and experiment Ful/10s Div/ls New Ful/l0s Div/ls New
Dirgct retrieval
Current experiments
Experiment 1 .70 .62 A45 40 A48 43
Experiment 2 72 .64 .38 33 45 .36
Experiment 3 a7 .66 41 .34 45 .39
Curran & Hintzman (1995)
Experiment 4 .60 A9 31 25 31 31
Generate-recognize
Current experiments
Experiment 1 .63 59 45 16 .29 .29
Experiment 2* 72 .64 .38 07 .20 27
Experiment 3 a1 67 46 .19 33 37
Curran & Hintzman (1995)
Experiment 5 .59 .55 37 12 22 31
Experiment 3° .63 .54 .38 13 22 .26

Note.

Study conditions for Experiment 1 were full and divided (Div) attention; study conditions for

Experiments 2 and 3 and for Curran & Hintzman (1995) were presentation durations of 10 s and 1 s.

*Data points simulated from remember-know data.

exclude data.

®Data points simulated from recollect and
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Table 2
Estimates of Recollection and Automaticity
(From Participant Means)
Test condition Recollection (R) Automaticity (A)
and experiment Ful/10 s Div/1 s Ful/10s Div/1s
Direct retrieval
Current experiments
Experiment | .29 .14 54 .55
Experiment 2 39 .19 52 54
Experiment 3 44 22 .59 .58
Curran & Hintzman (1995)
Experiment 4 32 16 40 39
Gencrate-recognize
Current experiments
Experiment 1 .46 30 .30 A0
Experiment 2 65 44 .19 35
Experiment 3 52 34 39 .50
Curran & Hintzman (1995)
Experiment 5 40 30 .28 37
Experiment 3 A48 30 27 .34

Note. Study conditions for Experiment 1 were full and divided
(Div) attention; study conditions for Experiments 2 and 3 and for
Curran & Hintzman (1995) were presentation durations of 10 s and
1s.

showing a large effect of study on automatic influences of
memory.

A paradoxical dissociation was found in the generate-
recognize condition. Dividing attention decreased R, F 1,
47) = 26.18, MSE = 0.022, and had the opposite effect of
increasing A, F(1, 47) = 20.94, MSE = 0.010. For words
studied under full attention, A was significantly below
baseline, F(1, 47) = 13.26, MSE = 0.008, which, as noted
by Curran and Hintzman (1995), is a certain sign that the
assumptions underlying the estimation procedure were vio-
lated. Participants’ reliance on a generate—recognize strategy
produced a paradoxical dissociation by violating both the
independence assumption and the assumption of equality of
R for inclusion and exclusion tests.

The results of Experiment 1 showed that the process
dissociation reported by Jacoby et al. (1993) is replicable
when direct-retrieval instructions are used. Using similar
instructions, Schmitter-Edgecombe (1996, Experiment 1)
independently replicated results reported by Jacoby et al.
Her results showed that A was unchanged by full versus
divided attention (.25 and .25), although R was reduced by
dividing attention (.28 vs. .09). Base rates were the same for
inclusion and exclusion tests (.17 and .17). Of the 32
participants in her experiment, 3 participants produced zero
old words in the exclusion condition. Removing their data
left A relatively unchanged by full versus divided attention
(.27 and .26).

Instructions are important for satisfying assumptions
underlying the estimation procedure. In contrast to results
found by using direct-retrieval instructions, generate—
recognize instructions produced a paradoxical dissociation.
Significant differences in base rate between inclusion and
exclusion tests provide direct evidence of the violation of
assumptions. Such differences were found when generate—

recognize instructions were used but were not found with
direct-retrieval instructions. Next, we turn to the question of
whether correlations between R and A can be used to directly
test assumptions underlying the process-dissociation proce-
dure.

Violations of the independence assumption: Diagnosticity
of correlations. Curran and Hintzman (1995) reported
correlations between R and A that they interpreted as direct
evidence that the independence assumption underlying the
process-dissociation procedure had been violated. In re-
sponse, Jacoby and Shrout (1997) provided a psychometric
analysis of effects of violations of independence on correla-
tions between R and A. That analysis distinguishes between
process dependence and aggregation bias. Process depen-
dence results when participants rely on a strategy that makes
conscious memory dependent on automatic influences of
memory, such as a generate-recognize strategy. Aggregation
bias can result when parameters are estimated by aggregat-
ing across participant or item data, and estimates are
correlated at the level across which data were aggregated.
Both process dependence and aggregation bias reflect a
correlation that cannot be directly observed but only imag-
ined. This is true because it is necessary to aggregate across
something, either participants or items, to compute correla-
tions.

In a postscript, Jacoby and Shrout (1997) summarized the
exchange with Curran and Hintzman (Curran & Hintzman,
1997; Hintzman & Curran, 1997; Jacoby, Begg, & Toth,
1997) as having reached agreement that observed correla-
tions of R and A calculated by aggregating over participants
or items cannot be used to provide evidence of process
dependence. However, disagreement about the use of those
correlations as evidence for aggregation bias was unre-
solved.

Correlation at a particular level will bias estimates only if
one aggregates across the level at which the correlation
exists before computing estimates. As a commonplace
example of why aggregation is necessary to bias estimates,
height and weight are correlated across people. However,
that correlation does not mean that when measuring the
height or weight of an individual, one has to worry that the
measure on the one dimension is biased by the value on the
other dimension. Similarly, we estimated R and A for each
participant, and so, correlation at the level of participants is
not a source of bias for estimates.

Curran and Hintzman (1995) used the observed, positive
correlation of R and A at the item level to infer that the
unobservable correlation at the participant—item level, across
which scores are aggregated to compute participant-level
estimates, was also positive. However, Jacoby and Shrout
(1997) argued that one cannot make clear inferences about
the unobservable correlation responsible for aggregation
bias on the basis of correlations observed at the item or
participant level. This is because correlations are between
estimates, and one source of correlations is the estimation
procedure itself. Recall that the estimates make use of
probabilities of reporting an old word in the inclusion-test
and the exclusion-test conditions. The nonlinear dependence
of estimates of R and A on the same two empirical facts
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induces correlation between them. A mathematical analysis
showed that the correlation produced by the estimation
procedure can be either positive or negative, depending on
the underlying parameters for the automatic and recollective
memory processes (Jacoby & Shrout, 1997).

Curran and Hintzman (1995) computed estimates of R and
A for base-rate items (new) as well as for old items.
Estimates of R for old items (R,4) and A for new items (A,..)
come from different trials so correlations between them are
not based on the same empirical facts and cannot be a result
of the estimation procedure. This makes it useful to compare
correlations between R,y and A for old items (Aq) with
those between R4 and A,.,, to examine the contribution to
correlation that might come from the estimation procedure.

Correlation at the level of participants. Curran and
Hintzman (1995) interpreted their finding of an inverse
correlation between R and A at the level of participants as
providing evidence that participants relied on a generate—
recognize strategy. We computed estimates of Ry and Aqy
by aggregating across items and conditions of attention for
each participant. The correlation between R4 and Ay at the
level of participants (Table 3) was significant in the direct-
retrieval condition but was not significant in the generate—
recognize condition. This result demonstrates that use of a
generate—recognize strategy does not always produce an
inverse correlation between R and A at the level of partici-
pants. Also, it cannot be argued that the significant correla-
tion between R4 and A,y in the direct-retrieval condition
proves that participants in that condition relied on a generate—
recognize strategy. The significant correlation may have
come from other sources such as the estimation procedure
itself. In line with that possibility, the correlation between
R,y and A, was not significant in the direct-retrieval
condition.

Correlation at the level of items. Findings of significant
correlations at the level of items were interpreted by Curran
and Hintzman (1995) as direct evidence of violation of the
independence assumption underlying the process-dissocia-
tion procedure. To compute those correlations (Table 4), we
aggregated across participants and conditions of attention.
Correlations obtained by Curran and Hintzman (1995) in
their Experiment 5 are presented for purposes of compari-
son. The correlation between R4 and Ay Was significant in
both the direct-retrieval and the generate-recognize condi-
tions. Curran and Hintzman (1995) found that the correla-
tion between R4 and A,.,, was as high as that between R4
and Ay, which they (Hintzman & Curran, 1997) took as
strong evidence that item differences, rather than the estima-
tion procedure, were responsible for both correlations. As
shown in Table 4, we also found the correlation of R4 and
Aqew to be as high as that between R,y and A4 but only in the
generate—recognize condition. In the direct-retrieval condi-
tion, the correlation between R4 and A,.,, computed on
those same items, was near zero. For the direct-retrieval
condition, one cannot dismiss the possibility that the correla-
tion between R4 and A,y was produced by the estimation
procedure.

One concern is that correlations at the item level might
unduly reflect the contribution of items that gave rise to

Table 3
Correlations Between Estimates of R and A Calculated
From Participant Means

Condition and experiment Roid = Apew Ryg — Ao
Direct retrieval
Current experiments
Experiment 1 .04 —.43%*
Experiment 2 .08 —.52*
Jacoby & Hay (in press) -.03 —.59*
Generate—recognize
Current experiments
Experiment 1 —.33* -.19
Experiment 2 .07 =21
Jacoby & Hay (in press) =31 —.66*%*
Curran & Hintzman (1995)
Experiment 5 -.06 —.18
Experiment 3 —.05 —.35*
Note. R = the estimate of the probability that participants could

complete a stem with an old word because they recollected the
studied word; A = the estimate of the probability that participants
could complete a stem with an old word because the old word came
automatically to mind.
*p <.05. **p<.0lL

perfect performance on either the inclusion test or the
exclusion test. Indeed, eliminating items that produced
either a probability of 1.0 for inclusion or a probability of 0
for exclusion reduced the correlation between Ry and Agy
for the direct-retrieval condition but not for the generate—
recognize condition.

Comparison of item-based and participant-based esti-
mates. Curran and Hintzman (1995) used the positive
correlation between R and A at the item level to infer that the
unobservable correlation responsible for the bias produced
by aggregating across items for each participant was also
positive. Because of the unobservable positive correlation, A
was said to be underestimated by an amount that increased
with increases in R, producing a paradoxical dissociation.
Their arguments can also be applied to predict results for
item-based estimates. There, correlation at the item level
cannot be a source of bias because estimates were obtained
for each item. Rather, the potential source of aggregation
bias is produced by aggregating across participants to gain
estimates of R and A for each item. One can use the observed
correlation at the participant level to infer the unobservable
correlation responsible for bias produced by aggregating
across participants, just as did Curran and Hintzman to infer
the correlation at the unobservable participant-item level.
However, the correlation at the participant level is negative,
which means that the same should be true for the unobserv-
able correlation at the item—participant level, and that A
should be overestimated by an amount that increases with
increases in R.

For the direct-retrieval condition, the inverse correlation
between R and A at the level of participants (—.43) was of
similar magnitude, but opposite in direction, to the correla-
tion at the level of items (.38). Consequently, one might
expect paradoxical dissociations of similar magnitude but
opposite forms for item-based and. participant-based esti-
mates. However, the pattern of results for the direct-retrieval
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Table 4
Correlations Between Estimates of R and A Calculated From Items Means
Condition and experiment Rod — Apew Roga — Agd n
Direct retrieval
Current experiments
Experiment 1 -.02 38%* ((122%) 120 (83)
Experiment 2 .19 38** ((34%) 96 (46)
Jacoby & Hay (in press) .14 .33** (25) 120 (58)
Generate-recognize
Current experiments :
Experiment 1 31 38 ((38%+) 120 (63)
Experiment 2 48** 55%% (.46%) 96 (20)
Jacoby & Hay (in press) 33%* 37%* (.29%) 120 (58)
Curran & Hintzman (1995)
Experiment 5 57 55%* -
Experiment 3 70%* .70**

Note. Numbers in parentheses are the correlations, with corresponding number of observations,
calculated after removing any item that had an A estimate that was undefined, 1, or 0. R = the
estimate of the probability that participants could complete a stem with an old word because they
recollected the studied word; A = the estimate of the probability that participants could complete a
stem with an old word because the word came automatically to mind. n = number of observations.

*p <05. **p< 0l

condition was the same whether estimates were computed
for each participant or for each item. When items that
produced perfect scores on inclusion or exclusion tests were
eliminated, estimates computed for each item showed that
dividing attention reduced R (.22 vs. .11) but left A relatively
invariant (.50 vs. .49). Base rate for those items was .40.
Similarly, when computed for each participant (none of
whom had perfect scores on inclusion or exclusion tests)
estimates of R were reduced by dividing attention (.29 vs.
.14), but estimates of A were relatively unchanged (.54 vs.
.55). Base rate for those participants was .44.

The comparison of results computed from participant
means with those computed from item means is a variant of
the strategy of using a quasi-F ratio to avoid the “language-
as-fixed effect fallacy” (Clark, 1973). How is it possible to
find significant correlations at the participant level and at the
item level and not have bias result from aggregating across
either of the two levels to find estimates? The correlation
that is important for aggregation bias is not at the participant
level or at the item level but, rather, at the item—participant
level or participant—item level, dependent on how estimates
are computed. The correlations responsible for aggregation
bias cannot be directly observed, nor can they be inferred
from the correlations observed at the participant or item
level (Jacoby & Shrout, 1997).

Although it is possible for aggregation bias to dramati-
cally distort estimates (Hintzman & Curran, 1997), it seems
unlikely that aggregation bias played a role in producing
results observed for the direct-retrieval condition. To argue
otherwise, one has to claim that the paradoxical dissociation
that should have been, but was not, observed when estimates
were obtained for each participant was offset by a true effect
of dividing attention on A that was opposite to that which
offset the paradoxical dissociation that should have been, but
was not, observed when estimates were obtained for each
item. A paradoxical dissociation was obtained in the generate—~
recognize condition. However, that paradoxical dissociation

was produced by violating assumptions underlying the
estimation procedure rather than by aggregation bias.

Instructions are an important boundary condition for
meecting assumptions underlying the process-dissociation
procedure. Results of Experiment 1 showed that direct-
retrieval instructions produced effects that replicated those
reported by Jacoby et al. (1993). However, participants’
reliance on a generate—recognize strategy violates assump-
tions of the estimation procedure (Curran & Hintzman,
1995; Jacoby et al., 1993). The difference in base rates for
inclusion and exclusion tests indexed participants’ reliance
on a generate—fecognize strategy—base rate was signifi-
cantly lower for the exclusion test only when generate-
recognize instructions were used. Correlations, in contrast,
were not useful for testing whether assumptions of the
estimation procedure were met. Observed correlations in the
direct-retrieval condition might have come from sources
other than violation of the independence assumption, includ-
ing the estimation procedure itself.

Experiment 2

Reliance on subjective reports provides an alternative to
the process-dissociation procedure as a means of separating
the contributions of recollection and automatic influences of
memory. Following Tulving (1985), Gardiner and his col-
leagues (e.g., Gardiner, 1988; Gardiner & Java, 1991;
Gardiner & Parkin, 1990) have used a remember—know
procedure to investigate the phenomenology that accompa-
nies memory performance. Participants are instructed to
respond “remember” only if they can remember the détails
surrounding the study presentation of a test item and to
respond “‘know” if they feel certain that a test item was
earlier studied but are unable to recall the details of its study
presentation.

In Experiment 2, we combined the remember—know
procedure with the independence assumption from the
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process-dissociation procedure to examine effects of study
time in recall cued with word stems. Just as was done with
instructions for an inclusion test, participants were told to
use stems as a cue for recall of an earlier-studied word or, if
they could not do so, to complete stems with the first word
that came to mind. However, participants were also required
to report on the subjective experience that accompanied their
production of a completion word. Immediately after produc-
ing a completion word, participants were to classify the
completion word as one that they “remember” as earlier
studied, one that they “know” was earlier studied, or as
“new,” not earlier studied.

For our independence/remember—know (IRK) procedure,
the probability of “‘remembering” served as a measure of
recollection (e.g., Jacoby, Yonelinas, & Jennings, 1997;
Lindsay & Kelley, 1996; Yonelinas & Jacoby, 1996).
Participants should classify an old word as “know” or
“new” only if the word came automatically to mind but was
not recollected as earlier studied: A(1 — R). That combina-
tion is the same as for mistakenly producing an old word on
an exclusion test. Consequently, the independence assump-
tion can be used to estimate A as [P(Know) + P(New)}/
{1 — P(Remember)].

In Experiment 1, instructing participants to use a generate—
recognize strategy produced a paradoxical dissociation.
Reliance on that strategy resulted in participants excluding
words that came to mind automatically and were then
recognized as well as words that were recollected. Recogni-
tion without recollection describes words judged as *“‘know”’
in the IRK procedure. When using a generate-recognize
strategy for an exclusion test, only old words that would be
judged as “‘new” should be mistakenly used as a completion.
To mimic effects of a generate-recognize strategy, words
that participants ‘“know” were earlier studied can be grouped
with old words judged as “remember”’ rather than with those
judged as “new” when estimating A: P(New)/
1 — [P(Remember) + P(Know)]. Estimating A in this way
was expected to produce a paradoxical dissociation that was
the same as that found in the generate-recognize condition
in Experiment 1.

The IRK procedure is a refinement of a procedure that
Curran and Hintzman (1995) used to produce a paradoxical
dissociation by manipulating study time. For their recollect
and exclude procedure, participants tried to give two re-
sponses to each stem. The probability of recollection was
measured as the probability of an old word being written in a
column labeled remember. In contrast, the probability of
writing an old word in a column labeled new was said to be
equivalent to the probability of mistakenly using an old
word as a completion for an exclusion test and, conse-
quently, was divided by [1 — P(Remember)] to estimate A.
This division is motivated by the assumption that R and A
independently contribute to performance. Curran and Hintz-
man later rejected their new procedure because it too
showed violation of the independence assumption by reveal-
ing a paradoxical dissociation produced by the manipulation
of study time.

A weakness of the recollect and exclude procedure is that
participants are not allowed to distinguish between words

that they “‘remember” and words that they only ‘“know”
were studied earlier. Consequently, it seems likely that
participants would, at least sometimes, write words that they
only *“know” are old in the “remember” column. Their
doing so would result in an overestimate of recollection
along with a paradoxical dissociation just as would the
generate—recognize version of our IRK procedure or use of a
generate—recognize strategy in combination with the inclu-
sion-exclusion procedure. Results from the generate—
recognize version of the IRK procedure were compared with
results from Curran and Hinzman’s (1995) recollect and
exclude procedure to show that both the paradoxical dissocia-
tion and correlations between R and A were the same for the
two procedures. The probability of false recollection, mea-
sured by the probability of responding ““remember” to new
words, was examined to assess whether false recollection
was likely to have played a role in producing base-rate
differences observed with the inclusion—exclusion proce-
dure.

Method

Participants. Twenty-four students participated in the experi-
ment in return for credit in an introductory psychology course at
McMaster University. One additional participant was tested, but his
data were discarded because he did not classify any recalled words
as “know,"” suggesting that he failed to understand instructions.

Materials and design. To accommodate the change from the
inclusion-exclusion procedure in Experiment 1 to the remember—
know procedure in this experiment, we modified the materials and
design slightly. The only changes in the materials were in the size
of sets used to construct lists, which changed from 40 items per set
to 32 items per set, and in the overall base rate of the items when
new, which changed from .44 to .35. Rather than manipulating
attention during study, presentation duration (1 s vs. 10 s) for study
was manipulated, as was done in Curran and Hintzman'’s (1995)
experiments. Two study lists of 42 items each (32 critical items and
10 buffer items) were presented, with items in one list presented for
10 s each and items in the other list presented for 1 s each. The
order of presentation of the study lists was balanced across
participants so that half of the participants had the long study-
duration list first and the other half had it second. There was only
one test list that comprised 96 items; 32 stems represented cach of
the three types of word (10-s study, 1-s study, and new).

Procedure. For both study lists, participants saw a list of words
on the screen presented one word at a time. Participants were
instructed to read the words aloud and to try to remember them for
a later memory test. After the first list, participants were simply
reminded prior to the presentation of the second list to read the
words and to try to remember them for the following memory test.

Instructions for the test appear in Appendix B. Participants were
told to use the stem as a cue to help them recall a word that was
presented in either of the study lists and to use the recalled word to
complete the stem. If they could not recall a suitable study word,
they were to complete the stem with the first 5-letter word that
came to mind that fit the stem. Participants were told that no proper
names or plurals were allowed as completions. Once a stem was
completed, we pressed a key to clear the screen, and then the
participant judged the completion word as *“‘remember,” “know,”
or “new.” A ‘“remember” response was to be given if the
participants could consciously remember details of the prior
encounter with the word in the study list. For example, they may
remember some specific detail about its prior presentation, such as
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an image, or some personal significance they may have thought of
at the time of study, or they may remember how the word looked on
the screen. “Know"” meant participants knew for a fact that the
word was presented in study but could not remember any specific
details about its prior presentation. *“New” meant the word had not
been presented earlier in either of the study lists. Once we had
entered each participant’s decision, the next trial was presented
after a 0.5-s delay. If the word stem was not completed within the
alloted time, a beep sounded, and we initiated the next trial.

Results and Discussion

Proportion of stems completed with old words. Perfor-
mance on the stem-completion task was higher for old words
than for new words, F(1, 23) = 379.10, MSE = 0.002, and
words presented at the 10-s study duration were significantly
more likely to be given as a completion than were words
presented at the 1-s study duration, F(1, 23) = 13.55,
MSE = 0.007. The probabilities of “remember,” *“know,”
and “new” responses, as a function of study duration, are
shown in Table 5. Those probabilities were used to simulate
performance on inclusion and exclusion tests (Table 1).
Inclusion performance was estimated as the probability of
producing an old word as a completion. To mimic direct
retrieval, “know” responses were added to “‘new” responses
to represent exclusion performance, whereas to mimic
generate-recognize, only “new” responses represented ex-
clusion performance. For direct retrieval, base rates were
estimated as .38 for the inclusion test and .36 for the
exclusion test. In contrast, for generate—recognize perfor-
mance, new words that participants mistakenly classified as
“remember” or “know” would be excluded, producing a
base-rate difference between inclusion and exclusion tests
(.38 vs. .27).

Use of the remember—know procedure allowed us to
examine false recollection of new words. Results showed
that the probability of mistakenly saying *‘remember” after
producing a completion word that was actually new was
very low (.02). Probably by coincidence, that probability
was the same as the difference in base rates for inclusion and
exclusion tests found for direct-retrieval conditions in Experi-
ment 1. The slightly lower base rate for the exclusion test in
that experiment might reflect false recollection. However, if
it does, the probability of false recollection was not sufficient
to produce a significant difference in base rates. In Curran
and Hintzman's (1995) Experiment 3, which used the
recollect and exclude procedure, they found the probability
of “false recall” for new items to be .12—a probability
nearly identical to the sum of false remembering and false

Table 5

Mean Probabilities of Completion With Study Word and
“Remember,” “Know,” and “New”

Responses for Experiment 2

Condition Remember Know New
Long (10 s) 39 .26 07
Short (1 s) .19 25 20
New .02 .09 27

knowing in our experiment (.11). Such a high probability of
false recall makes it almost certain that participants in
Curran and Hintzman’s experiment misclassified as “remem-
bered” words that would be called “know” if they had the
option. Further, these results suggest that base-rate differ-
ences between inclusion and exclusion tests in the generate—
recognize condition of Experiment 1 were largely produced
by false “knowing’ rather than by false recollection.

Estimates of R and A. Results using the direct-retrieval
equations (Table 2), grouping ‘know™ responses with
“new” responses to compute estimates, showed that reduc-
ing study time from a 10-s to a 1-s duration decreased R,
F(1, 23) = 49.84, MSE = 0.010, but left A almost perfectly
invariant, F < 1. This result did not geﬂect insensitivity of
our measure. The power to detect an effect on A as that
observed when A was calculated in a way meant to mimic
use of a generate—recognize strategy was >.995 (Cohen’s
d = 1.35). This result supports our prediction that A would
not differ for the 10-s and 1-s duration conditions. Estimates
of A for old items were significantly above baseline,
F(1,23) = 33.17, MSE = 0.009, showing a large effect of
study on automatic influences of memory.

A paradoxical dissociation was found when *know”
responses were grouped with “remember” rather than with
“new” responses, the generate—recognize version of equa-
tions. Reducing study time from 10 s to 1 s decreased
recollection, F(1,23) = 44.15, MSE = 0.012, but had the
opposite effect of increasing A, F(1,23) = 29.41, MSE =
0.009. For words studied at the 10-s duration, A was
significantly below baseline, F(1,23) = 42.93, MSE =
0.009, which is a certain sign that the assumptions underly-
ing the estimation procedure were violated.

The pattern of results for the generate-recognize version
of the IRK procedure was the same as found in Curran and
Hintzman’s (1995) Experiment 3, which used the recollect
and exclude procedure (Table 2). That similarity suggests
that their paradoxical dissociation resulted because words
that would have been called “know,” if participants had the
option of doing so, were sometimes misclassified as “remem-
ber.” The difference in results is as much because of
differences in “‘inclusion” performance as differences in
“exclusion” performance (Table 1) and can be explained as
being a result of recollection being higher in our experiment.
The difference in recollection seems particularly pro-
nounced for words in the 10-s study condition. For those
items, inclusion performance is substantially higher, and
exclusion performance is more accurate for the IRK proce-
dure than for the recollect and exclude procedure. For their
Experiment 3, Curran and Hintzman tested participants in
groups of 1 to 10. Our procedure, in contrast, tested
participants individually and required them to pronounce
study words aloud. These differences in procedure are likely
to explain the higher recollection in our experiment.

Correlations. The pattern of correlations was the same
as observed in Experiment 1, but correlations were some-
what larger in magnitude. Although the number of partici-
pants in Experiment 2 was only half that of Experiment 1,
the number of observations on which estimates were based
was the same because a single test was used, rather than
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inclusion and exclusion tests. The correlation between Rgq
and Agq at the participant level (Table 3) was significant in
direct-retrieval estimates, and the correlation at the item
level (Table 4) was significant in both direct-retrieval and
generate-recognize estimates. The correlation between R,y
and A, at the item level was significant only in generate—
recognize estimates. The pattern of correlations found with
generate-recognize estimates is strikingly similar to that
found by Curran and Hintzman (1995) in their Experiments
3 and 5 (Table 4).

As in Experiment 1, direct-retrieval estimates revealed
correlations at the participant and item levels that were
approximately equal in magnitude but opposite in direction.
If those observed correlations reflect the unobservable
correlations responsible for aggregation bias, item-based
estimates and participant-based estimates of R and A should
show opposite paradoxical dissociations. However, the
pattern of results for item-based estimates was the same as
for participant-based estimates. Item-based estimates showed
that increasing study duration increased R (.15 vs. .32) but
left A unchanged (.54 vs. .54). Base rate for item-based
estimates was .39.

For direct-retrieval estimates, it seems unlikely that
aggregation bias played a role in the results. As stated
before, to argue otherwise, one has to claim that the
paradoxical dissociation that should have been, but was not,
observed when estimates were obtained for each participant
was offset by a true effect on A of increasing study time that
was opposite to that which offset the paradoxical dissocia-
tion that should have been, but was not, observed when
estimates were obtained for each item.

Results from other experiments using the IRK procedure
with cued recall. Jacoby and Hay (in press) used the IRK
procedure to examine the effect of full versus divided
attention during study. The materials and procedure were the
same as in Experiment 1, except that Jacoby and Hay used
the remember—know test procedure of Experiment 2. The
direct-retrieval version of the IRK procedure, using partici-
pant-based means, showed that divided attention during
study as compared with full attention reduced R (.25 and .09)
but left A unchanged (.61 and .61). Base rate was .46, and the
" probabilities of false recollection and false knowing were
.02 and .11. The pattern of results was the same when
item-based means were used—full versus divided attention
left A relatively unchanged (.58 and .56). In contrast,
mimicking a generate-recognize strategy by treating the
sum of “remember” and “know"’ responses as a measure of
recollection revealed a paradoxical dissociation. The pattern
of correlations was the same as reported here (see Tables 3
and 4). Again, a significant correlation between Rq and Ape.
at the item level was found only with the generate—recognize
version of the IRK procedure. Significant correlations that
were observed cannot be used to test the independence
assumption underlying the estimation procedure because of
possible contributions to those correlations from other
sources, including the estimation procedure itself.

The IRK procedure produced results that are the same as
those found with the inclusion—exclusion procedure. Jacoby,
Yonelinas, & Jennings (1997) also showed that values of

estimates were extraordinarily close across the two proce-
dures in a series of experiments done to examine cross-
modality transfer in recall cued with word fragments. For
“remember” responses to serve as a valid measure of
recollection, participants must be aware of recollecting old
words that come to mind as a completion for a stem. Such
awareness is also required to use recollection as a means to
avoid mistakenly producing old words on an exclusion test.
The inclusion—exclusion procedure differs from the IRK
procedure by requiring that participants use awareness as a
basis for conscious control of responding, rather than only
report on awareness. When adequate time is given for
responding, the two procedures are likely to produce the
same pattern of results. However, because the inclusion—
exclusion procedure measures R as that which affords
control over responses, and the IRK procedure measures
phenomenological experience, we expect that the two need
not always coincide.

Comparisons with results from other experiments using
subjective report procedures. Mintyli (1993) used a cued-
recall procedure and found that age-related differences in
memory influenced “‘remember” responses but left “‘know”
responses unchanged. The same pattern of results was
produced by manipulating study time. Our results agree with
those of Mintyld. If one looks only at “remember” and
“know” responses, as he did, decreasing study time reduced
the probability of a “remember” response but did not
change the probability of a “know” response (Table 5).
However, Mintylid did not encourage participants in his
experiments to guess, whereas we required participants to
always produce a completion, guessing if necessary. By our
view, knowing is on a continuum that includes items that
participants call “new.” Old items that are produced as a
response and called “know” or “new” are combined to
estimate automatic influences. Rather than try to eliminate
guessing, we required guessing and separated automatic
influences of memory from recollection (Jacoby, Yonelinas,
& Jennings, 1997). Doing so shows that increasing study
time increases recollection but leaves automatic influences
of memory unchanged in recall cued with word stems.

Toth, Reingold, and Jacoby (1994) used the inclusion—
exclusion procedure and found that manipulating level of
processing influenced R but left A relatively unchanged.
Experiments with stem-completion performance as an indi-
rect test of memory have found small, if any, effect of
manipulating level of processing (for a review, see Challis &
Brodbeck, 1992). In contrast, Richardson-Klavehn and
Gardiner (1996; Richardson-Klavehn, Gardiner, & Java,
1996) used a procedure that was very similar to Curran and
Hintzman’s (1995) recollect and exclude procedure and
found a paradoxical dissociation produced by level of
processing. Deep processing, as compared with shallow
processing, was found to increase R but to decrease A.
Interpretation of their results is made difficult by fioor
effects. Particularly after deep processing, many participants
had zero scores for exclusion performance. Jacoby, Begg, &
Toth (1997) described how such floor effects could produce
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a “paradoxical” dissociation. The interpretation of results is
further complicated by the possibility that participants
classified as “remember” completions that were produced
because of automatic influences of memory but were then
recognized as old. The problem is the same as described for
Curran and Hintzman's recollect and exclude procedure and
also applies to experiments done by De Houwer (in press)
that used subjective reports to measure recollection. Richard-
son-Klavehn and Gardiner interpreted their results as reflect-
ing “involuntary conscious memory,” which refers to cases
in which an old word involuntarily comes to mind as a
completion followed by awareness that the word is old.
Reingold and Toth (1996) discussed the relation between
involuntary conscious memory and recognition memory in a
generate—recognize strategy. The two notions seem very
similar with the major difference being that the recognition
in a generate-recognize strategy is not involuntary. We
return to this topic in the General Discussion.

Experiment 3

Experiment 3 was similar to Experiment 1 but examined
effects of study time rather than effects of full versus divided
attention. Curran and Hintzman (1995) reported three experi-
ments that used our inclusion-exclusion procedure to inves-
tigate the effects of presenting words for 1 s versus 10 s for
study. In their first experiment, base rate was .12, and
estimates computed by using results that included partici-
pants who performed perfectly on the exclusion test (0
scores) revealed a paradoxical dissociation by showing that
A decreased with increased study time (.16 vs. .12). When
zeros were removed, A was nearly identical for the two
conditions (.18 vs. .17), and the difference was no longer
significant. In their Experiment 4, they used stems having a
higher base rate (.31) so as to reduce the likelihood of zeros
for the exclusion test. Results from that experiment showed
that A was near identical for the long-duration and short-
duration conditions (.35 vs. .36). When zeros were removed,
the small difference between conditions was reversed (.40
vs. .39). (See Jacoby, Begg, & Toth, 1997, and the response
by Curran & Hintzmann, 1997, for a discussion of whether
the invariance in A was produced by participants’ misunder-
standing of exclusion instructions.) In their Experiment 5,
Curran and Hintzman (1995) used a practice session that
was meant to ensure that participants properly understood
exclusion instructions and found a paradoxical dissociation
even when zeros in exclusion were removed. For that
experiment, base rate for the exclusion test was significantly
below that on the inclusion test. This difference in base rate
was ignored when computing estimates.

Curran and Hintzman (1995) justified ignoring the signifi-
cant difference in base rates by saying they were unable to
ascertain any reason why an influence on estimates of A
would result from doing so (p. 542). Further, they argued
that the lower base rate for the exclusion test may have been
produced by participants falsely recollecting some new
items as old, and if so, the difference in base rates could be
safely ignored. However, the low probability of false
recollection observed in Experiment 2, reported here, makes

it unlikely that false recollection was responsible for the
significant base-rate difference observed in Curran and
Hintzman’s experiment. Experiment 3 was done to show
that significant differences in base rate between inclusion
and exclusion tests, comparable to those found by Curran
and Hintzman, are important for finding a paradoxical
dissociation. For a generate-recognize condition, we ex-
pected to find such differences in base rate along with a
paradoxical dissociation just as was found in our Experi-
ments 1 and 2. For a direct-retrieval condition, manipulating
study time was expected to influence R but to leave A
relatively invariant.

In Experiment 3, we used a base rate that was even higher
than that used in Curran and Hintzman’s (1995) Experiments
4 and 5. We expected the higher base rate to allow zero
scores to be avoided in the direct-retrieval condition,
although some zero scores might remain in the generate—
recognize condition. Another difference between our experi-
ment and Curran and Hintzman’s experiments was that we
required our participants to pronounce study words aloud, as
we have usually done, to ensure that they attended to each of
the study words. As did Curran and Hintzman, we inter-
mixed inclusion and exclusion tests for both the direct-
retrieval and generate—recognize conditions.

Buchner, Erdfelder, & Vaterrodt-Pliinnecke (1995) pro-
posed a multinomial model that allows base-rate differences
to be taken into account when using the process-dissociation
procedure. Their model treats guessing as independent of
automatic influences of memory and uses performance on
new items to estimate the probability of correct responding
on the basis of guessing. Yonelinas and Jacoby (1996)
compared results produced by different models of response
bias used to deal with base rates. If base rates do not differ
across conditions and one’s only interest is dissociations,
then a choice among models of response bias is not
necessary. Using a multinomial model (Buchner et al., 1995)
to separate base rate from automatic influences of memory
does not change the pattern of results but does produce an
estimate of automatic influences of memory that differs in
magnitude from that gained by subtracting base rate from A.
However, if base rate is lower for the exclusion test than for
the inclusion test because of criterion differences, R will be
inflated by an amount that reflects the difference in base rate
between the two types of test, and A will be invalid because
of the reliance of its estimation on R. To be successful, a
model of response bias must “correct” for base-rate differ-
ences between inclusion—exclusion tests by producing re-
sults that are the same as observed when base rates do not
differ across types of test.

For experiments reported here, we compared results
gained by using our original estimation procedure with
results gained by using the multinomial approach proposed
by Buchner et al. (1995). Reliance on a generate-recognize
strategy as opposed to a direct-retrieval strategy changes the
nature of task performance in a way that invalidates our
estimation procedure as well as creating base-rate differ-
ences. Consequently, we did not expect the paradoxical
dissociation in the generate-recognize condition to be
eliminated when the multinomial approach was used to
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correct for base-rate differences. As we show, the utility of a
‘multinomial approach is as reliant on assumptions as is the
original estimation procedure, and its use to correct for
base-rate differences is not legitimate if assumptions under-
lying the process-dissociation procedure are violated.

Method

Participants. Forty-eight students participated in the experi-
ment in return for credit in an introductory psychology course at
McMaster University. Half of the participants were randomly
assigned to the direct-retricval test condition, and the other
participants were assigned to the generate—recognize test condition.
Nine additional participants were tested, but their data were
discarded for purposes of analyses. Two of these participants were
in the direct-retrieval condition. One of those participants had
perfect performance (1.0) in the inclusion-long study condition,
and the other participant had perfect performance (zero) in the
exclusion-long study condition. The remaining 7 participants,
whose data were discarded, were in the generate—recognize condi-
tion. Three of those participants had a zero in the exclusion-long
study condition, 1 participant had a 1.0 in the inclusion-long study
condition, and the remaining 3 participants failed to understand or
to follow instructions. Participants in both conditions were asked at
the end of the experiment whether they had given old words when
cued with the prompt new? Three participants in the generate-
recognize condition answered that question in a way that was
interpreted as their failing to follow instructions. Two participants
reported that they completed the stems with the first word that came
to mind regardless of whether the prompt was old or new. The other
participant reported responding with old words when he or she
could not think of an alternative completion.

Materials and procedure. Materials were largely the same as
those used in Experiment 1. Experiment 3 was actually done before
Experiment 1, and materials were rebalanced (broken into different
subsets) for Experiment 1 because the base rates for some of the
completion words for the stems when new were slightly different
for the Texas participants, as compared with the Ontario partici-
pants (c.g., sma—; “smash”: Texas .28, Ontario .04; “small”:
Texas .07, Ontario .41). The construction of lists and procedure was
the same as for the direct-retrieval condition in Experiment 1,
except for the manipulation in the study phase. Rather than
manipulating attention during study, presentation duration (10 s vs.
1 s) for study was manipulated as was done in Curran and
Hintzman's (1995) experiments.

Two study lists of 50 words each (40 critical items and 10 buffer
itemns) were presented withétems in one list presented for 10 s each
and items in the other list for 1 s each. The test list consisted of 120
three-letter word stems with 40 stems representing each of the
types of word (long study, short study, and new). For cach word
type, half of the stems were presented in the inclusion-test
condition, and half were presented in the exclusion-test condition.
The inclusion- and exclusion-test items were intermixed and cued
by the prompts old and new as in the direct-retrieval test conditions
in Experiment 1.

Instructions for the study phases were the same as for Experi-
ment 2, and instructions for the direct-retrieval test condition were
similar to those in Experiment 1. Instructions for the generate—
recognize test condition were also similar to those in Experiment 1
but were modified to accommodate the intermixing of inclusion
and exclusion tests. In the generate—recognize test condition,
participants were told that if a stem appeared with the cue word old,
it was all right to complete the stem with a previously studied word,
but it was not necessary to do so. They were instructed to complete

those stems as quickly as possible with the first word that came to
mind. In contrast, if the cue word was new, participants were told
not to use an old word but rather to complete the stem with a new
word. They were instructed to check their memory to be sure that a
completion that came to mind was not one that had been earlier
studied. If the completion word seemed at all familiar, they were
not to use it but, instead, were to try to think of a different
completion. If they were unable to think of a different completion,
they were to leave the stem incomplete and let the 15-s completion
deadline elapse.

Results and Discussion

Proportion of stems completed with old words. Perfor-
mance on the inclusion test (Table 1) was higher for the 10-s
than for the 1-s study condition, F(1, 46) = 8.39, MSE =
0.014. Although the interaction of instruction and study
duration was not significant, the advantage of longer study
was numerically larger in the direct-retrieval test condition
than in the generate—recognize test condition. For the
exclusion test, participants were less likely to mistakenly use
an old word as a completion in the generate-recognize test
condition, as compared with direct retrieval, F(1,46) =
15.29, MSE = 0.026. Exclusion performance was also more
accurate for the 10-s study condition than for the 1-s, F(1,
46) = 35.96, MSE = 0.010. In the direct-retrieval condition,
the difference in baseline completion rates for the inclusion
and exclusion tests did not approach significance, F < 1.
However, in the generate—recognize condition, base rate was
much lower for the exclusion test than for the inclusion test,
F(1,23) = 8.93, MSE = 0.012. The overall pattern of results
shows the expected differences between direct-retrieval and
generate—recognize strategies.

Estimates of R and A. The probability of recollection
(Table 2) was higher in the generate-recognize test condi-
tion than in direct retrieval, F(1, 46) = 4.36, MSE = 0.057.
For both test conditions, recollection was higher for the 10-s
study condition than for the 1-s, F(1, 46) = 34.07, MSE =
0.027.

The analysis of A revealed a significant interaction
between study duration and test conditions, F(1, 46) = 5.23,
MSE = 0.018. The results of the direct-retrieval condition
showed a process dissociation that is of the same form as
found in Experiments 1 and 2. Shortening the study duration
from 10 s to 1 s decreased R, F(1,23) = 23.07, MSE =
0.024, but left A almost perfectly invariant, F < 1. This
result did not reflect insensitivity of our measure because the
power to detect an effect on A as large as the effect on A
observed in the generate—recognize condition was .90 (Co-
hen’s d = 0.88). Estimates of A for old items were signifi-
cantly above base rate, F(1,23) = 53.28, MSE = 0.007,
showing a large effect of study on automatic influences of
memory.

A paradoxical dissociation was found in the generate—
recognize condition. Reducing study time from 10sto 1s
decreased R, F(1, 23) = 12.53, MSE = 0.031, but had the
opposite effect of increasing A, F(1, 23) = 6.90, MSE =
0.021. For words studied at the 1-s duration, A was
significantly above baseline, F(1, 23) = 8.26, MSE = 0.009,
but for the 10-s duration, A did not differ from baseline, F <
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1. Participants’ reliance on a generate-recognize strategy
produced a paradoxical dissociation by violating both the
independence assumption and the assumption of equality of
R for inclusion and exclusion tests.

Multinomial model analyses. ~For each instructional con-
dition, we gained parameter estimates by using a direct-
retrieval multinomial model adapted from Buchner et al.,
(1995, see Appendix C). This model includes consciously
controlled and automatic processes, as well as a third
process, guessing, all of which are independent. Thus, we
used six parameters, Riong, Riborts Alongs Asborts Gincr and G, to
fit frequency data from the six cells of each instructional
condition (inclusion short, inclusion long, inclusion new,
exclusion short, exclusion long, and exclusion new). There
were a total of 2,880 observations (24 participants X 120
observations/participant) in each instructional condition.
Separate fits were obtained for the direct-retrieval and
generate-recognize instructional conditions.

The G-power program made available by Erdfelder, Faul,
and Buchner (1996) was used to conduct a post hoc power
analysis to obtain values of B and the critical value of x2
This analysis required input of four parameters, w (the
“effect size” for chi-square tests; Cohen, 1977), N, a, and
the degrees of freedom. We used w = 0.10, N = 2,880, a =
0.005, and one degree of freedom. The power analysis
yielded B = 0.0052 (power = .9948) and (1) = 7.88.

To test the independence assumption, we tested the fit of a
restricted version of the model where Az = Awon (Se€
Riefer & Batchelder, 1988, for a discussion of placing
restrictions on parameters to reflect assumptions in a multi-
nomial model). The fits of the model to the data were
assessed with the maximum-likelihood statistic, G?, com-
puted by using the multinomial binary tree (MBT) program
(Hu, 1995) and compared against a chi-square distribution
with one degree of freedom. If the independence assumption
of the multinomial model is valid and study duration does
not influence A, then the restricted version of the model
should fit the data from the direct-retrieval condition. In
contrast, we expected that the model would not fit the data
from the generate-recognize condition because the instruc-
tions given to participants in that condition induced process
dependence, and therefore Ajqg should not equal Agon A
dependence version of the model would not have the
restriction that Ajgeg = Amon and, of course, would fit the
data, because without that restriction there are as many
parameters as cells so that there are no degrees of freedom
left for a test.

The fit of the restricted model to data from the direct-
retrieval condition was extremely good, GX(1) = 0.52. As
with the ANOVA carried out on these data in the previous
section, we failed to reject the hypothesis that Ajpng = Aqon:
In contrast, for the generate-recognize data, the fit of the
model was poor, GX(1) = 9.16, p < .005. The poor fit of the
restricted model to the generate-recognize data necessitates
rejection of the hypothesis that A, = Agpoq. Again, the
results of the multinomial analysis for the generate—
recognize data parallel those of the ANOVA, where esti-
mates of A, Were found to be significantly lower than
estimates of Apon.

Multinomial analyses were also done by using the data
from Experiment 1. Using the same direct-retrieval model
(substituting the parameters Rey, Reivs Aty Adivs Giner and
G..), we fit the data from the six cells of each instructional
condition in Experiment 1 (inclusion—divided, inclusion—
full, inclusion-new, exclusion—divided, exclusion-full, ex-
clusion-new).2 As before, we tested the independence
assumption of the model by using a restricted version of the
model where Agy = Agy- Results of these analyses paralleled
results of the ANOVA on estimates of A in Experiment 1; the
model fit the data from the direct-retrieval condition excep-
tionally well, G¥(1) = 0.43, whereas the fit of that same
direct-retrieval model to the generate—recognize condition
was poor, G¥(1) = 21.61, p < .00S. Parameter estimates
generated by the direct-retrieval modef are shown in Appen-
dix D.

Can we find a model that will fit the data from the
generate—recognize condition? To do so, we rearranged the
parameters in the direct-retrieval model to more closely
reflect operation of a generate—recognize strategy (see
Appendix C). As with the direct-retrieval model, we at-
tempted to fit the generate—recognize model to data from
both instructional conditions in Experiments 1 and 3. The
gencrate—recognize model (Appendix C) contained the same
parameters as the direct-retrieval model: Re, Raivs Arutts Adive
Gin, and G.,. in Experiment 1 and Ry, Raports Atongs Ashors
Gin., and G, for Experiment 3. For both experiments, a =
.005, and x2,(1) = 7.88. For Experiment 1, analysis of the
restricted model where Agy = A4y indicated a good fit of the
model for the generate—recognize condition, GX(1) = 3.33,
but not for the direct-retrieval condition, G%(1) = 13.78,p <
.005. Likewise, for Experiment 3, the restricted model where
Ajong = Aunon fit the data for the generate—recognize condition
quite well, GX(1) = 1.41, but did not fit the data for the
direct-retrieval condition, G%(1) = 13.43, p < .005. Param-
eter estimates generated by the generate—recognize model
are shown in Appendix D.

Although participants sometimes use a generate—recog-
nize strategy to accomplish cued recall, we have little
interest in developing a generate-recognize model. The
assumptions underlying a generate—recognize model are no
less open to violation than are those underlying a direct-
retrieval model (e.g., Weldon & Colston, 1995). A generate—
recognize model (Jacoby & Hollingshead, 1990) rests on an
independence assumption, although one that is different
from the direct-retrieval model. Also, we are hesitant to
adopt a generate—recognize model because doing so relies
on the assumption that an inclusion test (indirect test)
provides a process-pure measure of automatic processes (see
the exchange between Jacoby, Toth, Yonelinas, & Debner,

TThere were 5,760 observations (48 participants X 120 observa-
tions/participant) in each instructional condition in Expéeriment 1.
As in Experiment 3, separate fits were obtained for the direct-
retrieval and generate-recognize instructional conditions. A post
hoc power analysis was conducted to obtain values of 8 and the
critical value of x2. With w = 0.10, N = 5,760, o = 0.005, and one
degree of freedom, the power analysis yielded 8 = 0.005
(power = .995) and xx(1) = 7.88.
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1994, and Joordens & Merikle, 1993). Most important, our
primary interest is in recollection. To satisfy the assumptions
- of a generate-recognize model, we must attempt to ensure
that participants do not use recollection to accomplish cued
recall. Instructing participants to engage in recollection for
the inclusion test, as done for the direct-retrieval condition,
changes the nature of task performance in a way that violates
assumptions underlying the generate-recognize model.

Clearly, base-rate differences between the inclusion and
exclusion tests cannot be treated merely as reflecting differ-
ences in guessing and then “corrected” for guessing by
adding an independent guessing parameter to the model.
Rather, the retrieval strategy used by participants determines
how “guessing,” and other processes, operate within the
framework of the model. Adopting a generate-recognize
strategy violates assumptions underlying the process-
dissociation procedure, and results cannot be rectified by
correcting for guessing.

Correlations. No correlation at the level of participants
was significant, and only in the generate—recognize condi-
tion was the correlation at the level of items for Ryy — Ao
significant (.28). The reason that correlations were lower in
this experiment than in Experiment 1 may be a result of the
fact that a smaller number of participants was tested, and so
estimates were based on fewer observations. At both the
participant level and the item level, estimates of A were near
identical for long and short study durations (.59 vs. .58,
when based on participant means, and .53 vs. .51, when
based on item means). The small correlations observed
between R and A were similar in magnitude and opposite in
direction for participants and items, yet estimates gained in
the two ways showed the same pattern of results.

Comparisons with results reported by Curran and Hintz-
man (1995). Only in Curran and Hintzman’s Experiment 5
did a paradoxical dissociation remain when the inclusion—
exclusion procedure was used and zero scores were dropped.
The pattern of results from that experiment is strikingly
similar to results found for the generate—recognize condition
(see Tables 1 and 2). The significant difference in base rate
between the inclusion and exclusion tests found in Curran
and Hintzman’s Experiment 5 suggests that their partici-
pants relied on a generate—recognize strategy just as did our
participants who were instructed to do so. The magnitude of
the paradoxical dissociation observed in Curran and Hintz-
man’s Experiment 5 is nearly identical to that produced by
our generate-recognize instructions.

Results in the direct-retrieval condition were similar to
those from Curran and Hintzman’s (1995) Experiment 4,
showing that increasing study time increased R but left A
relatively invariant. Curran and Hintzman (1995) argued
that the absence of a paradoxical dissociation in their
Experiment 4 was because participants did not understand
exclusion instructions (but see the exchange between Ja-
coby, Begg, & Toth, 1997, and Curran & Hintzman, 1997,
for debate concerning the criteria that they used to conclude
that participants did not understand instructions). There is no
evidence to suggest that participants in our experiment did
not understand exclusion instructions.

General Discussion

The three experiments produced extremely consistent
results. Direct-retrieval instructions produced process disso-
ciations, as did direct-retrieval data with the IRK procedure.
Decreasing study time reduced recollection but left auto-
matic influences almost perfectly invariant (Experiment 2
and 3), just as did dividing attention during study (Experi-
ment 1; Jacoby et al., 1993; Schmitter-Edgecombe, 1996).
When generate—recognize instructions were given or generate-
recognize performance was mimicked with the IRK proce-
dure, a paradoxical dissociation was produced by manipulat-
ing attention (Experiment 1) and by manipulating study time
(Experiments 2 and 3)—increases in R were accompanied
by a decrease in A. Paradoxical dissociations result when
participants use a generate-recognize strategy, thereby ex-
cluding items that they “know” are old. To meet the
assumptions underlying the process-dissociation procedure,
it is important that instructions encourage participants to
exclude items only because they recollect (remember)
earlier studying the items.

Effects of Instructions

Because of automatic influences of memory, reading a
word makes it more likely that the word will later come
readily to mind as a completion for a word stem. Clearly,
excluding old words because of the fluency with which they
came to mind as a completion would violate the indepen-
dence assumption underlying the estimation procedure.
Fluency reflects automatic influences of memory and so, as a
basis for exclusion, cannot be independent of those influ-
ences. Elsewhere, we (e.g., Jacoby, Kelley, & Dywan, 1989)
have argued that the feeling of familiarity that can serve as
an alternative to recollection as a basis for recognition
memory reflects an unconscious attribution process that
relies on a fluency heuristic. Applying those arguments,
when a generate—recognize strategy is used or when asked to
make remember—know judgments, we can correctly attribute
fluency to its source and experience it as familiarity or
“knowing,” which can be used to exclude old words.
However, the attribution process is influenced by instruc-
tions. When a direct-retrieval strategy is used, the same
automatic influences of memory on fluency can be ignored
or attributed to differences among items and not experienced
as familiarity. Fluency of completing a stem is ambiguous in
that it does not specify its source. Because of its ambiguity,
reliance on fluency, as a basis for recognition or knowing
that is used to exclude old words, results in the exclusion of
new words that are fluently produced as completions as well
as old words, creating a difference in base rate between
inclusion and exclusion tests.

Richardson-Klavehn and Gardiner (1996) have suggested
that because of involuntary conscious memory, the process-
dissociation procedure confounds awareness with intention
and underestimates automatic influences. Their argument is
that old words are sometimes excluded, although they are
not intentionally brought to mind by means of recollection
but, rather, involuntarily come to mind as a completion
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followed by awareness of their prior study. Important for
their argument is the question of whether awareness of prior
study (recognition memory) is involuntary. If it is not,
exclusion because of involuntary conscious memory does
not differ from the use of a generate—recognize strategy to
exclude old words and depends on instructions that are used.
Involuntary recognition memory does sometimes occur
(Ste-Marie & Jacoby, 1993), but it is yet to be shown that it
plays a role in the inclusion-exclusion procedure (Reingold
& Toth, 1996). Involuntary conscious memory of an item
may seldom occur in the context of intentionally trying to
remember the item. Also, estimates would not be influenced
by any involuntary conscious memory that occurs after an
old word is given as a completion or, for other reasons, is not
used as a basis for exclusion.

Combining the direct-retrieval and generate—fecognize
strategies would allow participants to be more certain of
excluding old words than would the use of either strategy
alone. Using this combined strategy, participants would
attempt to recall an old word by using the stem as a cue and,
if unsuccessful, would then think of a completion that was
subjected to a voluntary, recognition-memory check before
being output as a response. Our direct-retrieval instructions
do not tell participants to use a recognition-memory check.
Rather, participants are told only to exclude words that they
recall as earlier presented. Convergence of results from the
inclusion—exclusion procedure with those from the IRK
procedure supports the claim that use of a recognition-
memory check is voluntary and that participants given
direct-retrieval instructions are following those instructions.
Participants given direct-retrieval instructions do not ex-
clude words that they would “know” were old had they
made remember—know judgments.

The problems for estimating automatic influences of
memory said to be created by involuntary conscious memory
are the same as those produced by participants’ use of a
generate—recognize strategy to exclude old words. The goals
of direct-retrieval instructions are to satisfy the assumption
that R is the same for inclusion and exclusion tests as well as
to satisfy the independence assumption. We suspect that
intermixing the two types of test makes it more likely that
assumptions will be satisfied (cf. Buchner et al., 1995). We
recommend that those who want to replicate our results use
our direct-retrieval instructions (Appendix B) as a guide,
keeping in mind that participants’ correct understanding of
instructions will result in their excluding only items that are
recollected as earlier studied.

Remember—Know and Process Dissociation

The paradoxical dissociation produced by grouping
“know” responses with “‘remember” responses and by
using the IRK procedure is the same as found when using
generate-recognize instructions with the inclusion—exclu-
sion procedure and is also similar to the paradoxical
dissociation that Curran and Hintzman (1995) found by
using their recollect and exclude procedure. In all these
cases, only old words that were misclassified as “new”
would be used as completions on the exclusion test. The high

accuracy of exclusion performance reflects exclusion on the
basis of recognition reflecting familiarity (“know” re-
sponses), rather than exclusion being restricted to the use of
recollection (“‘remember”’ responses), as is required to meet
assumptions underlying the process-dissociation procedure
and for correct application of the IRK procedure. Misclassi-
fying as “‘remember” words that participants only ‘“‘know”
are old inflates estimates of R and produces a paradoxical
dissociation by producing decreases in A with increases in R.

Whereas estimation of automatic influences by using our
IRK procedure is based on an independence assumption,
Gardiner and his colleagues (e.g., Gardiner, 1988; Gardiner
& Java, 1991; Gardiner & Parkin, 1990) have analyzed the
straight probability of a “know’’ response. The choice
between approaches is important for the finding of dissocia-
tions (Jacoby, Yonelinas, & Jennings, 1997; Yonelinas &
Jacoby, 1996). The remember—know procedure has most
often been used in conjunction with tests of recognition
memory, whereas for the experiments reported here, we used
the procedure in combination with cued recall. Recognition
memory and cued recall differ with regard to the dissocia-
tions they reveal (Jacoby, Yonelinas, & Jennings, 1997).
Also, our primary interest has been in separating contribu-
tions of automatic and consciously controlled processing,
whereas Gardiner and his associates approach similar issues
from a phenomenological standpoint (Richardson-Klavehn
& Gardiner, 1996).

A cost of disagreement is that it sometimes overshadows
agreement. We agree with Gardiner and his colleagues
regarding the importance of subjective reports and the utility
of the remember—know procedure. It should be noted that
the correspondence between the probability of *“remember”
and R as measured by inclusion—exclusion remains regard-
less of the assumption made about the relation between
consciously controlled and automatic processes. Both the
remember—know and the process-dissociation approach re-
ject a unitary view that does not distinguish different forms
or uses of memory.

The remember—know approach has recently been criti-
cized by showing that dissociations that it reveals can be
accounted for by a single-process model of memory in
combination with signal-detection theory (Donaldson, 1996;
Hirshman & Master, 1997). Convergence between results
from the remember—know and process-dissociation proce-
dures can be helpful for showing the need to distinguish
between uses or forms of memory. However, such conver-
gence should not always be expected because the inclusion—
exclusion procedure measures R as that which affords
control over responses, and the IRK procedure measures
phenomenological experience. Also, for both the remember-
know and the process-dissociation procedures, details of the
instructions that are used are important.

Base-Rate Differences as Direct Evidence
of Violated Assumptions

The presence of a significant difference in base rates
between inclusion and exclusion tests can be used as direct
evidence that assumptions underlying the estimation proce-
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dure have been violated. Generate-recognize instructions
~ produced significant differences in base rates, as did mimick-
ing a generate-recognize strategy with the remember—know
procedure. However, a problem for the inclusion—exclusion
procedure is that the absence of significant base-rate differ-
ences between types of test does not ensure that assumptions
underlying the estimation procedure have been met.

Curran and Hintzman (1995) found paradoxical disssocia-
tions that were not accompanied by base-rate differences. In
their Experiment 1, the paradoxical dissociation was elimi-
nated when zeros in exclusion were dropped, suggesting that
the paradoxcial dissociation was caused by floor effects
rather than by violation of asssumptions. However, for their
Experiment 5, dropping zero scores in exclusion reduced the
base-rate difference between inclusion and exclusion tests to
the point it was no longer significant but left a paradoxical
dissociation. Russo and Andrade (1995) also found paradoxi-
cal dissociations that were not accompanied by significant
differences in base rates. In their experiments, materials
were used that produced very low base rates and exclusion
of old words was very near perfect. Even without zero
scores, problems are produced for estimating A when
performance is very near floor. At that extreme, estimates of
A are much more sensitive to small differences in exclusion
performance.

Paradoxical dissociations sometimes reflect floor effects
rather than the violation of assumptions underlying the
estimation procedure. The choice between means of dealing
with zero scores in exclusion performance is controversial
(see Jacoby, Begg, & Toth, 1997, and the response by Curran
& Hintzman, 1997). However, it is important that using
materials that produce a higher base rate so as to avoid zero
scores climinates “paradoxical” dissociations that were
otherwise found (e.g., Jacoby et al., 1993). Also, the use of
materials that produce higher base rates is likely to increase
the sensitivity of base-rate differences to participants’ use of
a generate—recognize strategy. When base rates are very low,
even if participants are using a generate-recognize strategy,
few new words are likely to come fluently to mind as a
completion and to be mistakenly excluded because of their
false recognition, and such mistaken exclusion is necessary
to produce significant base-rate differences. We recommend
that investigators select materials (Appendix A) to produce
base rates that are sufficiently high to avoid zeros in
exclusion. However, even when higher base rates are used,
participants’ reliance on a generate-recognize strategy might
not always produce a significant base-rate difference.

Process Dissociation and Multinomial Models:
Correcting for Base-Rate Differences

Buchner et al. (1995) advanced an “extended measure-
ment model” for the process-dissociation procedure that was
said to have the advantage of taking base-rate differences in
guessing into account. The results reported here provide
reasons for caution when using such a model. The difficulty
is that base-rate differences may not simply reflect differ-
ences in guessing but, rather, reflect a difference in ways the
task is being accomplished. When generate-recognize in-

structions were given, use of a multinomial model did not
correct for base-rate differences in a way that eliminated the
paradoxical dissociation that was produced.

Using a multinomial model does have some potential
advantages as a means of analyzing data. For example, it
makes it clear that we are testing a model and helps rebut
claims to the contrary (e.g., Hillstrom & Logan, 1997,
Richardson-Klavehn et al., 1996). However, as a general
class, multinomial models allow a large variety of different
assumptions and are atheoretical, providing only a means of
describing data (Batchelder & Riefer, 1990). By the process-
dissociation approach, in contrast, we use theory to make an
explicit assumption about the relation between processes, to
design conditions, and to make predictions meant to test our
assumptions. For example, process dissociations showing
effects on R in combination with relative invariance of A
should be consistently found only if R and A are indepen-
dent.

We have developed instructions and experimental proce-
dures that are meant to avoid base-rate differences between
inclusion and exclusion tests. If base rates do not differ and
one’s interest is in dissociations, a model of response bias is
unnecessary. A disadvantage of the multinomial approach is
that investigators may be misled to believe that the multino-
mial model provides a statistical means of accomplishing
equal base rates, making it unnecessary to avoid base-rate
differences by design. Yonelinas and Jacoby (1996) pro-
vided a more complete discussion of the relation between
multinomial models and the process-dissociation approach
and argued for the advantages of avoiding base-rate differ-
ences.

Can Correlations Be Used as Direct Evidence
of Violated Assumptions?

Curran and Hintzman (1995) interpreted findings of a
positive correlation between R and A at the level of items as
direct evidence that the independence assumption underly-
ing the process-dissociation procedure was invalid. Because
of the positive correlation between R and A, the underestima-
tion of A was said to increase with increases in R and,
thereby, produce a paradoxical dissociation. Curran and
Hintzman (1997) stressed the importance of the correlation
between R4 and A, at the level of items as suggesting that
correlation at the level of items reflects “‘common determi-
nants of lexical access” (p. 501). Hintzman and Curran
(1997, p. 512) stated that correlations across subjects and
correlations across items are of no relevance to the unobserv-
able correlation that measures process dependence but are
“direct evidence” that the correlation responsible for aggre-
gation bias is unlikely to be zero and serve as a warning that
“the possibility of underestimation should not be ignored.”

In our experiments, the correlation between Ry and Ajew
never approached significance in the direct-retrieval condi-
tions, and so lexical access cannot be credited as the source
of the correlation at the item level in those conditions.
Rather, the correlation between R4 and Ay at the item level
in direct-retrieval conditions might have been produced by
the estimation procedure itself. Aggregating across partici-
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pants to compute item-level means should produce overesti-
mation of A, rather than underestimation, because of the
inverse correlation at the participant level. If it is to be held
that observed correlations between estimates serve as direct
evidence that aggregation bias played a role in results found
with direct-retrieval instructions, it must be explained why
results were the same regardless of whether item-based or
participant-based estimates were used, although effects of
aggregation bias should be opposite for the two types of
estimate. Curran and Hintzman’s (1995) Experiment 4 also
showed effects on R but relative invariance in A for both
item-based and participant-based means, although the corre-
lation between R and A was positive at the item level and
inverse at the participant level.

Results are consistent with Jacoby and Shrout’s (1997)
conclusion that observed correlations at the item or partici-
pant level cannot be used to directly test process dependence
or to infer the unobservable correlations responsible for
aggregation bias. The observed correlations do not allow the
prediction of whether a paradoxical dissociation will be
found. When the experiments avoided zeros in exclusion and
used direct-retrieval instructions or mimicked use of a
direct-retrieval strategy with the remember—know proce-
dure, there were no paradoxical dissociations left to be
explained, but significant correlations were still found.
Correlations at the item level were nearly as large in the
direct-retrieval conditions as in the generate—recognize
conditions, although a paradoxical dissociation was found
only in the latter conditions. A significant correlation at the
level of items between R,y and A, was found only for
generate-recognize results (Experiments 1 and 3). However,
comparisons across our results and those of Curran and
Hintzman (1995, Experiment 4) show that, with or without a
significant correlation of Ryy and Ay at the level of items, it
is possible to find an increase in R along with relative
invariance of A (i.e., an absence of a paradoxical dissocia-
tion).? A significant correlation between R and A at the level
of participants was not found when generate-recognize
instructions were used, providing empirical evidence that
joins Jacoby and Shrout’s (1997) psychometric analysis to
show that the significance of that correlation cannot serve as
a direct test of whether or not participants were using a
generate—recognize strategy.

Hintzman and Curran (1997) said, ‘““We think it is unlikely
that subjects in process-dissociation experiments on word-
stem completion can be prevented from using a generate—
recognize strategy at least some of the time” (p. 513).
Curran and Hintzman (1995) interpreted the inverse correla-
tion between R and A at the level of participants as evidence
that participants relied on a generate-recognize strategy.
However, Hintzman and Curran agreed with Jacoby and
Shrout (1997) that correlation at the participant or item level
cannot be used to test process dependence such as that
produced by participants’ reliance on a generate—recognize
strategy. If participants in our direct-retrieval conditions did
sometimes use a generate-recognize strategy, their doing so
was not sufficient to produce a paradoxical dissociation. To
argue that the independence assumption was violated in a
way that produced either process dependence or aggregation

bias, one has to argue that, in some mysterious way,
participants’ misunderstanding of instructions or a true effect
of the manipulated variable on A consistently served to
offset near perfectly the effect of violation of independence,
regardless of whether item-level or participant-level means
were examined. We believe it is more likely that participants
understood and followed instructions in the direct-retrieval
conditions than that such delicate balances between off-
setting effects can be routinely found.

Understanding of correlations between R and A, at
whatever level, requires a thorough psychometric analysis
along with identification of the many potential sources of
correlation, including the contribution of the estimation
procedure itself (Jacoby & Shrout, 1997). We are not
tempted to try to interpret significant correlations that were
found because of the potential contribution of the estimation
procedure as well as that of other sources of correlation that
have not yet been identified. Correlations found in the
generate-recognize conditions are particularly difficult to
interpret because of violations of assumptions underlying
the process-dissociation procedure. However, if one is
interested in individual differences, it is important to gain a
better understanding of the sources of correlation that are
responsible for the significant correlations observed in the
direct-retrieval conditions. Those correlations cannot be
used to directly test assumptions underlying the process-
dissociation procedure but are sufficiently high to warrant
their further investigation.

The Process-Dissociation Approach:
Limits and Future Directions

Results from the direct-retrieval conditions coverge with a
great deal of other evidence to suggest that it is possible to
satisfy the independence assumption underlying the process-
dissociation procedure (Jacoby, Yonelinas, & Jennings,
1997). Hay and Jacoby (1996) created conditions necessary
to apply the process-dissociation procedure by varying the
relation between material that was to be remembered and
prior knowledge rather than by use of inclusion—exclusion
instructions. Doing so avoids many potential problems, such
as differences in base rate, and produces the same pattern of
results as does the inclusion—exclusion procedure. Ratcliff
and McKoon (1997) presented a countermodel that de-
scribes effects of implicit memory on perceptual perfor-
mance (e.g., Jacoby & Dallas, 1981) as produced by bias.
We (Jacoby, McElree, & Trainham, in press) have shown
that results reported by Ratcliff and McKoon, when reana-
lyzed, reveal striking process dissociations that are the same
as found by Hay and Jacoby (1996). The countermodel
provides a description of a more complete information-
processing model that is compatible with the process-

3]t is unclear why a significant correlation between Ryq and Apey
was found in Curran and Hintzman’s (1995) Experiment 4 but was
not found in the direct-retrieval condition in our experiments.
However, to prove that correlation provides a direct test of the
independence assumption requires showing that the correlation
could not have arisen from some other source, including aggrega-
tion, which we believe is impossible to accomplish.
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dissociation approach and provides exciting new directions
for research.

Resuits described above, along with those from experi-
ments reported here, should be sufficient to discourage
abandoning the process-dissociation approach. We continue
to be impressed by results obtained by using the inclusion—
exclusion procedure when the boundary conditions specified
by Jacoby et al. (1993) are met. When zeros in exclusion are
avoided and direct retrieval is encouraged, process dissocia-
tions showing effects on R accompanied by near perfect
invariance in A are consistently found. However, on the
negative side, details of instructions serve as an important
boundary condition for findings, and there is no fully reliable
means of directly testing assumptions underlying the estima-
tion procedure. We see those problems as a challenge to
further refine procedures and to explore boundary conditions
rather than as reasons to abandon the goal of separating the
contributions of automatic and controlled processes.

Even if the assumptions of the process-dissociation proce-
dure hold across only a very limited range of conditions, the
procedure might still be useful for diagnosis and the design
of treatments for deficits in memory (Jacoby, Jennings, &
Hay, 1996). 1t is deficits in recollection that we find most
interesting and seck to measure by arranging situations such
that participants rely on a direct-retrieval strategy rather than
on a generate—recognize strategy. The assumption made
about the relation between automatic and controlled pro-
cesses is important for attempts to remediate memory
deficits. Suppose that because of a severe memory deficit, a
person was unable to correctly answer a question about what
was caten for breakfast. A direct-retrieval approach to
rehabilitation would encourage an attempt to train recollec-
tion. For example, the retention interval might be varied and
the person trained to better constrain retrieval by attempting
to reconstruct context. In contrast, a generate-recognize
approach would encourage the person suffering a memory
deficit to let an answer automatically come to mind and then
carefully inspect the potential answer to be absolutely
certain that is was recognized as correct before giving it as a
response. The generate-recognize approach might some-
times be effective but seems unattractive. As those who have
had critics know, inspecting one’s answer to be absolutely
certain that it is correct before giving it as a response can
produce overvigilance that is extremely unpleasant and can
be counterproductive. Fof memory performance, as well as
for theorizing about memory, mistaken exclusion produced
by overvigilance can be far more problematic than the
failures to exclude that the greater vigilance was meant to
eliminate.
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Appendix A
Multiple Completion Stems

Word _Baserate  word Set Word _Baseratt  Word Set
Stem completion ON TX frequency  size* Stem completion ON X frequency size*
act—— actor .70 85 28 2 hou- - house .78 .88 AA 2
ali~ - alien 31 22 13 5 hum-— human 22 16 AA 4
ang—— angle 44 .16 30 5 inl- - inlet 31 47 5 3
arg— argue 82 .85 33 2 kna-— knack 55 .66 4 2
arr—— arrow 25 32 37 2 kno- - knock n 79 A 4
bat— — batch 25 35 3 4 lab— - label .53 41 7 3
ber-— berry 35 32 29 5 lap-— lapel 24 22 1 2
bir— — birch .50 31 16 2 lev—— level .67 44 A 3
bla— — black A1 25 AA 8 lim— - limit A5 47 A 4
bli— - blind 40 38 A 5 lun- - lunch .52 .53 39 3
blo— - block 33 .28 A 6 mar— — march Al 25 AA 3
boa— - boast A7 32 37 2 mer—— merry 35 35 38 4
bre— - bread 51 A3t A 3 mon— — money .66 15 AA 3
bri— ~ bride 37 25 41 8 mou-— — mouse .50 .60 34 6
bro- — broke 42 35 A 8 mov—— movie 40 44 29 3
bud- - buddy 63 82 3 2 mus—— music 44 A7 AA 3
bul- - bully 55 38 10 3 pan—— panic .50 .69 19 5
cab—— cabin .55 44 A 3 pat—— patch 34 44 34 5
cam- - camel .80 .28 4 2 per—— perch 31 .19 23 3
cau-— cause 19 15 AA 2 pla-— plate 27 25 A 7
cho— - choke 51 38 27 5 por—— porch 57 .66 A 4
. chu—— chunk a5 47 3 6 qua-— quack A3 32 7 5
cla—-- clamp 33 35 4 8 rab—— rabbi 23 22 1 2
cle— - clerk 50 25 A 5 rad- - radio .61 50 41 4
cli- - click 32 .63 10 5 ran—— ranch 42 28 20 3
clo-- cloth 36 25 A 8 reb— - rebel .88 .85 25 4
clu—— clump 33 38 9 4 riv—— river .62 .60 AA 3
cou— — couch 25 .60 28 7 roa—— roach 46 A7 1 2
cra—— crack Al .53 48 9 rou-— — route 32 44 A 5
cri- - crime 26 31 A 5 sau— — sauce .80 78 27 4
dan— - dance .61 75 AA 2 ser—— serve 43 44 AA 2
del-- delay 34 19 A 3 shi—— shift 38 19 A 6
den—— dense 49 3 19 2 sku—~ skunk .50 A7 13 3
dit— - ditch .58 Al 28 3 slu—— slump 35 .16 6 4
div—— diver .62 .69 4 5 sma- — small 41 07 AA 4
dou-— doubt 43 53 AA 3 sna- — snack 28 .66 1 5
dre—— dream 37 44 AA 4 spo—— spoke 29 25 AA 7
eag—— cagle .65 .50 38 2 squ—-— squaw .20 07 3 5
car— - earth A0 A4 AA 2 sta— — stand 25 25 AA 9
emb- - ember 24 41 5 3 sti— — stick .53 .50 A 6
eth- - cther A7 32 4 3 stu—— study 40 32 AA 8
eve— — event 38 22 A 2 swa— — swamp 50 38 29 9
fai— — faith 35 38 A 3 SWi—— swing .30 19 A 9
fau— - fault .63 .63 A 2 tal- — tally 32 .38 2 4
fli- - flick 27 35 4 4 thi- — thick 40 57 A 7
for— forge 31 19 17 6 tor—— torch 25 .60 17 6
fre—— freak 29 A1 5 4 tra—— tramp 38 .03 24 9
fro— - frost -~ .33 .38 41 7 tre— — treat .60 .50 A 5
gla—— glaze 43 .25 9 5 tro— — troop 28 .10 A 5
gli- - glide .84 57 41 3 tru— - truth 5 47 AA 7
glo—— glory 39 .19 A 6 twi- — twist 47 .66 42 5
go00— — goose 37 .60 45 3 val- - value .62 .66 AA 5
gri— — grind 33 44 18 6 vig- - vigor .65 .81 19 2
gui— — guide .49 41 AA 5 wag- - wagon .66 .29 A 3
gul-— gully 37 .54 3 2 wat— - water .80 .63 AA 2
hat— - hatch .62 51 19 3 whe— - wheat 46 35 A 4
hav— - haven .62 .61 3 2 wit—— witty 29 22 24 2
hea— - heavy 22 38 AA 5 Wri— - write 39 .60 AA 3
hon—- honey A48 29 A 3 yea—— yeast .59 44 7 2
hor— - horse A48 51 AA 3 you— - youth .67 57 AA 2

Note. Base rates for ON = Ontario, TX = Texas. There were only 32 observations in the Texas base rates, whereas the base rates for
Ontario have been accumulated over many experiments. Word frequency is based on Thorndike & Lorge (1944); A and AA are
high-frequency ratings with a median of 47.5 per million.
sSet size = the number of five-letter word completions (no plurals or proper names) for the stems that have actually been given by
participants (rather than dictionary set size).

(Appendixes continue)
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Appendix B

Test Instructions for Experiments 1 and 2

Experiment 1: Direct-Retrieval Instructions
for Inclusion-Exclusion Intermixed

In this part of the experiment, you will be presented with word
stems, that is, the first three letters of a 5-letter word. You are to use
the word stems as cues for recall of words that were earlier
presented in either of the lists you just read. For example, the word
slime was in one of the lists you just read. In the test phase, the
word stem sli— — would be presented as a cue for recall of slime.
However, not all the stems that will be presented can be completed
with an earlier-presented word and, so, recall of an earlier-
presented word will not always be possible. If you are unable to
recall a word, you are to complete the stem with the first S-letter
word that comes to mind that fits the stem. No plurals or proper
names are allowed as completions.

This next part of the instructions is specific to cases in which you
are able to recall an earlier-presented word that can be used as a
completion for a stem. For example, suppose that given the stem
sli-— you were able to recall that the word slime was presented
carlier. Whether you are to use that recalled word as a completion
depends on the type of test item you are given. Some of the stems
will be presented with the prompt old. For those test items, you are
to use your recalled word as a completion. Other stems will be
presented with the prompt new. For those test items, you are not to
use your recalled word as a completion. Rather, you are to complete
those stems with a word different from your recalled word. Given
new sli— —, you would not say “slime” but, rather, would give some
other word such as “slice” as a completion for the stem. It will
sometimes happen that you can recall an earlier-presented word but
cannot think of a different completion for the stem. In those cases,
simply leave the stem blank.

In summary, you will be given stems to use as cues for recall of
words that were presented earlier. If you are able to recall a
previously presented word, you are to use that recalled word as a
completion if the stem is accompanied by the prompt old. However,
if the stem is accompanied by the prompt new, you are not to use a
recalled word as a completion. It will sometimes happen that you
are unable to recall an earlier-presented word that would complete
the stem. This is certain to be the case because some of the stems
can only be completed with words that were not earlier studied.
When you are unable to recall an earlier-presented word, complete
the stem with the first word that comes to mind regardless of
whether the stem is accompanied by the prompt old or the prompt
new. Try to complete as many stems as possible. However,
remember it is important that you try to use recalled words to
complete stems accompanied by old and to not use recalled words
to complete stems accompanied by new. You will have 15 s to
complete each stem. If you have not completed the stem within 15
s, the program will simply go on to the next trial. Just give your
response out loud.

Experiment 1: Generate—Recognize Instructions for
Inclusion-Exclusion Blocked

Exclusion Test Instructions

The next part of the experiment involves a word-stem comple-
tion task. You will be presented with the first three letters of a
S-letter word, and your task is to complete the word. Some of the

stems can be completed with words presented earlier in one of the
lists you just read. However, other stems can be completed only
with new words, that is, words that were not earlier presented. No
plurals or proper names are allowed as completions.

What we are interested in is seeing whether people can avoid
using the earlier-presented words when completing stems. There-
fore, when a completion word comes to mind, you should not just
say the word. Instead, you should check your memory to be sure
that the completion word that has come to mind is not one of the
words that was presented earlier. If it is, you are to complete the
stem with a different word—one that was not earlier presented. It is
important that you not give an earlier-presented word. If your
completion word seems at all familiar, don’t give it, but rather think
of a different word. If you cannot think of a different completion,
just leave the stem blank. It is better to leave the stem blank, than to
use an carlier-presented word.

You will have 15 s to complete each stem. After 15 s, the
computer will simply go on to the next trial. So remember, it is
okay to let the time run out rather than complete a stem with a word
you think may have been presented earlier. Use the time to try to
think of a different completion—all the stems have multiple
completions so thinking of a different word should be possible. But,
if you can’t think of a different word, don’t be tempted to use the
carlier-presented word—remember we are trying to see if people
can avoid using the carlier-presented words. So stop and check
each word before you give it as a response.

Inclusion Test Instructions

The following test is again a word-stem completion task in
which some of the stems can be completed with earlier-presented
study words and some only with new words. However, this time,
we want to see how quickly you can complete the stems without
worrying about whether your completion word was presented
carlier or not.

Therefore, your task is to complete the stem as fast as you can
with the first S-letter word that comes to mind that fits the stem,
without worrying about whether the word was presented earlier or
not. Don’t try to use memory because doing so will just generally
slow you down. Rather, just complete the stem with the first word
that comes to mind, doing so as rapidly as possible. You will have
15 s to complete each stem. After 15 s, the computer will simply go
into the next trial. Again, no plurals or proper names are allowed as
completions.

Experiment 2: Direct-Retrieval Instructions
for Remember-Know

The next part of the experiment involves a word-stem comple-
tion task. You will be presented with the first three letters of a
S-letter word and your task is to complete the word. Your task is to
use each stem as a cue to help you recall a word that was presented
carlier in the experiment in either of the lists and to use that word as
the completion for the stem. If you cannot recall an earlier-
presented word, use the first word that comes to mind that
completes the word stem. Plurals and proper names are not
allowed.

After you have completed each word stem, your task is to decide
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whether each word is one you remember was presented earlier in
the experiment, know was presented earlier in the experiment, or is
new—that is, wasn’t presented earlier in the experiment.

You are to respond that you “remember” a word as earlier
presented if you consciously remember the circumstances under
which you encountered the word earlier in the experiment. As an
example, the word might bring back something you experienced
when it was earlier presented, such as an image, or some personal
significance of the word that you thought of when it was presented.
You might remember the way it looked on the screen. In any of
these cases, you should say “‘remember.”

“Know"” means that you know for a fact that the word was
presented earlier in the experiment even though you don’t remem-
ber any details about it. The word is just familiar in the experimen-

tal context. This is similar to seeing someone on the street, being
aware that you know them, but being unable to establish any details
about where you know them from. If you know the word was
presented earlier in the experiment, but can’t think of any details
about it, say ‘“‘know.”

“New’’ means the word did not appear in either of the lists in the
first part of the experiment. If the word is new, say “new.”

So to summarize: You are to use the stem as a cue to help you
recall an earlier-presented word. If you are unable to recall an
earlier-presented word, complete the stem with the first word that
comes to mind. You will have 15 s to complete each stem. After 15
s, the computer will simply go on to the next trial. After you have
completed the stem, tell me whether the completion word is one
you “‘remember,” “‘know,” or “new.”

Appendix C

Multinomial Models Used to Fit Data From Experiments 1 and 3

Test item and parameter Solution Test item and parameter Solution
Direct-retrieval model Generate—-recognize model
Inclusion (inc) Inclusion
Long duration Long duration
Rlong * Along target Alou( * le target
Riag * (1 = Ajong) target Aiong * (1 — Rigng) target
(1- Rm) * Am target a- Along) * Gine * Rlong target
(1 = Riogg) * (1 — Ajorg) * Ginc target (1 = Ajoog) * Giac * (1 — Riong) target
(1 = Rygg) * (1 = Aggp) * (1 — Ginc) nontarget (1 — Aiong) * (1 — Gine) nontarget
Short duration Short duration
Rinort * Asnort target Agport * Rehort target
Ripot * (1 — Agport) target Apon * (1 — Rypon) target
(1 = Ruport) * Asnort target (1 = Agort) * Gine * Ravont target
(1 = Rysort) * (1 = Agpont) * Ginc target (1 — Apot) * Gine * (1 = Rypon) target
(1 — Runor) * (1 — Agnort) * (1 — Gine) nontarget (1 — Apor) * (1 — Ginc) nontarget
New New
Ginc target Gine target
(1 - Gio) nontarget (1 ~ Gine) nontarget
Exclusion (exc) Exclusion
Long duration Long duration
Rioeg * Atong nontarget Ajong * Rioag nontarget
Rm *(1 - Am) nontarget Am *(1- Rlnng) target
(1 = Riong) * Atong target (1 — Aiog) * Gexe * Riong nontarget
a- Rlon;) +(1 - Alonl) * Gexe target (1- Alon;) * Gexe * (1 — Rlong) target
(1 = Riog) * (1 — Ajong) * (1 — Gexc) nontarget (1 = Aogg) * (1 — Gexe) nontarget
Short duration Short duration
Rivort * Ashort ” nontarget Asnort * Rahort nontarget
Ruport * (1 — Aghort) nontarget Agont * (1 = Report) target
(1 = Ruport) * Asont target (1 — Agport) * Gexe * Rpon nontarget
(I = Ryo) * (1 — Aghont) * Gexe target (1 = Awort) * Gexe * (1 = Ryont) target
(1 = Ranort) * (1 = Agnort) * (1 — Gexe) nontarget (1 — Agport) * (1 = Gexe) nontarget
New New
Gexe target Gexc target
(I = Gexe) nontarget (1 = Gexe) nontarget

Note. The models used for Experiment 1 were identical to these models, with the long-duration parameters becoming fuli-attention
parameters and the short-duration parameters becoming divided-attention parameters. R = the parameter for consciously controlled
process; A = the parameter for automatic process; G = the parameter for guessing process.

(Appendixes continue)
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Appendix D

Parameter Estimates Across Instructional Conditions in Experiments 1 and 3
Calculated With the Direct-Retrieval and Generate-Recognize

Models (Appendix C)
Condition and experiment Parameter estimates
Direct-retrieval model
Direct-retrieval condition
Experiment 1 Re Rgv Agn Adiv Ginc Gexe
29 13 22 22 45 A3
Experiment 3 Rm Repot Ak‘ﬂ! Aghont Ginc Gexe
A2 21 30 30 41 .39
Generate—recognize model
Generate—recognize condition
Experiment 1 Rean Rgv Al Agiv Ginc Gexe
.68 42 .29 .29 45 29
Expcdment 3 Rm Rm AW Agrort Ginc Gexe
.70 A7 42 42 A6 37

Note. All analyses were conducted with the multinomial binary tree program (Hu, 1995; Hu &
Batchelder, 1994). For all analyses reported here, the model was constrained so that Agn = Agy (OT
Awcy = Agpoa, in Experiment 3). Parameter estimates are shown only for conditions where the model
ﬁmc data from those conditions. R = the parameter estimate for consciously controlled process;
full = full attention; div = divided attention; A = the parameter estimate for automatic process; G =
the parameter estimate for guessing process; inc = inclusion; exc = exclusion.
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